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Comparison between the Transfer Functions
of three Superconducting Gravimeters

O. Francis', C. Lampitelli*, G. Klein', M. Van Camp® and V Palinka$

! University of Luxembourg, Faculty of Sciences, fietdgy and Communication, Luxembourg
>Royal Observatory of Belgium, Brussels, Belgium

3Research Institute of Geodesy, Topography and Geaphy, Geodetic Observatory Pecny,
Ondjov, Czech Republic

Abstract

The transfer functions of the superconducting gneters OSG-CT40, SG-C021 and OSG-
050 operating in Walferdange (Luxembourg), Memb@igium), and Pecny (Czech Republic),
respectively, have been experimentally determinethjecting known voltages into the feedback
loop of the control electronics. The transfer fummctis expressed in terms of either its Laplace
transforms or by zeros and poles. The latter ilyidsed in seismology. In particular in the high
frequency seismic band, the full transfer functminthe Superconducting Gravimeter (SG) is
required for data analysis. The results for théseet SGs are different enough that the transfer
function cannot be calculated theoretically or assdi to be the same for all the SGs. An accurate
and precise determination has to be performeddoh &G.

1. Introduction

In geophysics, Superconducting Gravimeters (SGs) umed to continuously monitor
relative gravity changes. They are the most preiciseuments to study of solid earth tides: for
instance, it is possible to measure tidal ampligughethe diurnal and semi-diurnal bands with a
precision of about 0.1-0.2 nri/for integration periods of 2-3 years. Their instental drift is
extremely low (typically around 10 nm/per year) and smootiVn Camp and Francis, 20p7
SGs observations are used to monitor the oceamipadfects, to validate the global ocean tides
models, to record gravity changes due to the athwygp as air mass redistribution and pressure
changes related to meteorological ever@®ddkind, 199p and to monitor the water storage
changes Goodkind, 1999, Creutzfeld et al., 2016t higher frequencies, SGs record normal
modes of the Earth excited after big Earthquakes Camp, 1999]

Some of these applications require a precise m@tation of the instrumental drift of the
SGs. Simultaneous measurements of the SGs sidieldywith an absolute gravimeter has been
proved to be very efficient not only to estimatesSIBng term drift but also to calibrate the
relative SGs. In addition, bad AG values due tofomationing of the absolute gravimeter can be
detected from regular comparisons with the contisu®G time series.

The knowledge of the transfer function of SGs seasial to fully exploit their observations
[Van Camp, 1998; Van camp et al., 2D0Besides analysis of their observations, thesfiem
functions play an important role when comparingcombining data sets from multiple SGs or
other instrumentations as absolute gravimetergisnm®meters. To reach optimal performance of
SGs in tidal research, where SGs can be consideeslorld most sensitive instruments, those
instruments should be calibrated with an accurddy. 1% in amplitude and 0.01 second in phase
[Hinderer et al., 1991, Baker and Bos, 2D03an Camp et al. [2000] were the first to detereni
experimentally the transfer function of a SG. Saepl sine waves voltages are injected into the
feedback circuit of the control electronics of gravimeter and the system response is recorded.

This method was applied to determine transfer foncof the cryogenic gravimeter SG-
C021 operating in Membach (Belgium), in a serieserperiences (1996-2005) for different
outputs (depending on the analog filter) and d#iferdata acquisition systems. A precision better
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than 0.01 second in the phase response (time lag)obtained. In 2007, the same method was
applied to determine the transfer function of th&G3CT40 operating in Walferdange
(Luxembourg), as well as of the OSG-050 operatm@ecny (Czech Republic) (OSG meaning
Observatory Superconducting Gravimeter).

In this paper, the calibration experiment carriad m Walferdange is described. The
transfer functions obtained for the three gravimsetee then compared. They are represented in
terms of Laplace transform&¢herbaum, 20Q1In seismology, this is the standard formulation
used by the seismic Incorporated Research Institsitin Seismology (IRIS)) data badstp://
www.iris.edy, where some SGs data are archived. In such a Beada, the information on the
transfer function (being considered as importarthasobservations themselves) is mandatory.

2. Functioning principle of the superconducting graimeter

In superconducting gravimeters, a hollow supercotidg niobium sphere is in
equilibrium under the combined action of the gnavdrce on the sphere and a vertical upward
directed levitation force. This force is provideg the magnetic field generated by a pair of
superconducting niobium coils with persistent cotréGoodkind, 199Pp Two coils - their
configuration respect to the sphere and the rabbsurrents in the coils - allow one to
independently adjusting the total levitating foes®l the force gradient in such a way that a small
change in gravity can induce a large variationhe sphere vertical position. This variation is
detected by an electrostatic device (a capacithndge constituted by three capacitor plates and
the levitating sphere) and a feedback magneticefd¢generated by a feedback coil) brings the
sphere back to its initial position. The feedbantegrator voltage is linearly proportional to
changes in the acceleration of gravity. To allow #table levitation to occur, the gravity sensor
(Figure 1) must be maintained in a condition ofesapnductivity (niobium is superconducting
below 9.3 K). This is realized by placing the gtavsensor inside a Dewar filled with liquid
helium (4.2 K boiling point).
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Figure 1. Gravity sensor unit of the Superconducting Grav@ané-igure from the GWR Manual).
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The unique characteristics of SGs lie in the catynof the gravity signal registration, the
linearity and stability of feedback system, theybigh sensitivity (5 (hm/s?)?/Hz corresponding
to a precision of 0.2 nm/s2 (or 0.02 puGal) at aqueof 100 s Yan camp et al., 2005; Rosat et al,
2009 and a low instrumental drift of a feuGal/year Yan Camp and Franci2007].

The instrument calibration can be obtained bynfigitthe SG observed signal to known
signals (i.e. Earth tides or modeled inertial @fgclt can be further improved by comparing the
SG observations to simultaneous absolute gravitgsorements in a nearby location. Francis et
al. (1998) showed that accuracy on the amplitudibredion factor of 0.1% can be achieved
within 4 days of observations during high tideswdeer, this method does not provide a reliable
phase calibration. This latter requires anotherety experiment to determine the transfer
function.

The feedback voltage is the output signal fromS3fegravity control card (Figure 2, upper
part). On the card, an analog low-pass filter mvted as an anti-aliasing filter for digitizingeth
gravity signal. The card and the filter signifidgrdaffect the transfer function of SGs.

For the SG-C021, the feedback voltage was prowdéd the use of three different cards
[Van Camp et al. 2000, Van Camp et al. 20QBitil 1997, the electronics was provided witb-a
pole Butterworth tide filter and a card with a 2g8utterworth Gravity Signal (GS) with cutoff
periods at 72 second and 1 second, respectivehceS1997, in order to fulfill the Global
Geodynamics Project (GGP) requireme@sossley et al., 199%nd to improve the quality of the
electronics with up to date components, a card antl8-pole Butterworth low-pass filter (GGP-1)
and cutoff period at 16 second replaced the oldioer

Currently, most of the superconducting gravimetees equipped with a GGP-1 filter or,
alternatively, a GGP-2 filter, having cutoff periati32 second.

The transfer function determinations for the SG-CO&re also conducted for different
data acquisition systems, i.e. K2000 voltmetersalanterra 330 data logger. Van Camp et al.
[2008] concluded that both the low-pass filter euderistics and the data acquisition system
characteristics have an effect on the instrumesgiaese.
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Figure 2. Scheme of the superconducting gravimeter contegit®nics. The gravity control card
includes the feedback integrator and the low-pidtss (Figure from the GWR Manual).
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3. The Laplace transform and the transfer function

The Laplace transform represents a powerful diffeéaé instrument for the analysis of
Linear Time Invariant systems (LTI), such as elauir circuits Bertoni et al., 2003, Ambardar,
1995, Beerends et al., 2003The Laplace operator acts on functions in thmetidomain,
transforming them into functions in the frequenaym@in. The system input and output are
functions of the complex angular frequency or Laplaariable, usually denotegl expressed in
radians per unit of time.

If f(t) represents a real function of time defined forigpes values of the time variablke
the Laplace Transform &ft) is defined as

L[f )] =F(s)=lim, jT ft)edt=[" f(t)edt 0<e<T 1)

wheresis a complex variable defined Byo+i .
The differential Laplace operator is a linear opararhe Laplace Transform of the time
derivative of a functiorfi(t) havingF(s) as Laplace transform, is expressed as

LY - str9- 107) @)

The Laplace Transform of the time integral of achion f(t) having F(s) as Laplace
transform, is expressed as

U f(r)dr} FE 3)

Laplace transform provides solutions to the difftiad equations characterizing LTI
systems, reducing them to more easily solvablebasge relations.

4. Transfer function and frequency response for LTIsystems

A transfer function (or network function) for a LEystem is a mathematical relationship
(in the spatial or temporal frequency domain) betvehe model output and inpWi[Stefano et
al., 2004. In the case of continuous input signdl) and output signay(t) in time domainthe
transfer function of a LTI system can be expresasdhe ratio between the output Laplace
transform Y(s) and the input Laplace transform X(s)

AC)

X(9) (4)

H(s) =

where X(9= L[x(t)] andY(sF LJ[y(t)]. The transfer function also corresponds to the lagpla
transform of the system’s impulse response.

For LTI systems, because of the previously undedliproperties of the Laplace transform,
the transfer function is generally represented hy tatio of two polynomials of the Laplace
complex variables:
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> bs’

H(s) =L (5)

> as’
j=0

The poles/zeros are defined as the valuesfof which the denominator/numerator of the
transfer function is equal to zer8dherbaum, 20Q1In the time domain, each pole is associated
with a response mode of the system. The impulgorse of the system is a linear combination of
the different response modes. Thus, the transfetifon completely defines the system response.

If the input of a LTI system is a sinusoidal signath frequencyw (rad/s), it can be
represented in complex form:

X(t) =|X| (@) =|X| @ @ = X @ (6)

where | X| is the input amplitudeyx the input phase andepresents the imaginary number. The
corresponding system output is also a sinusoidaksihaving the same frequeneybut generally
a different phase and amplitude:

y(t) =|Y| @) =]y &% & =Y & Y

where |Y| is the output amplitude ang, the output phase. The amplitude frequency response
represents the ratio between the output and inpptitudes as a function of the frequencyand
is defined as the gain:

@)

G(w) = X @]

(8)

The phase frequency response represents the difef@etween the output and input phases as a
function of the frequency:

A) = @, (@) — Py (@) (9)

For a discrete frequencies sample the frequen@prse in complex form is

| | Y
Rlw,) = “ “ (&% =G, (&% _7 , n=1: frequency sample length (10)

n

where, for an input signal at frequeney, G, and®, represent the gain and the phase shift,
respectively.

Least-squares fit algorithms allow one to deterntime polynomial coefficients of the
transfer functiorHs (Eqg. 5) from the experimental frequency respomseomplex form (Eg. 9),
determined on a limited chosen frequencies. Coplerthe frequency response in complex form,
and consequently the gain and phase lag, can beeddrom the transfer functioHswhere the
variablesis replaced with the variable{) for positive values ab.
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5. Experimental determination of the frequency respnse for the OSG-CT40

The frequency response for the OSG-CT40 operating/alferdange (Luxembourg) was
determined using the/an Camp et al.[2000] procedure. The frequency response was
experimentally obtained by injecting step functicenrsd sine waves (input signal) at defined
voltages into the feedback loop of the gravimeldére output signal was taken from the GGP-1
low pass filter.

In the step function methodR{chter and Wenzel, 1991; Wenzel, 1994; Van Cangb. et
2004, the step response function is differentiatedlbdain the impulse response function. The
Fourier spectrum of the impulse response functiomesponds to the transfer function of the
system Bloomfeld, 1976, Van Camp et al., 2000 the sine wave method, the transfer function
is obtained by fitting both the input signal (wawefected at different frequencies) and the output
signal (instrument response) with a sinusoidal fienc The amplitude ratios and phase
differences as a function of the input frequenatesrespond to the instrumental frequency
response (Eq.7 and Eqg. 9).

The superconducting gravimeter can be considered bBmear Time Invariant system
[Goodkind, 199P It means that both sine waves and step functehuld provide the same
transfer function. The comparison of results fréva two methods gives the opportunity to assess
their accuracy.

29 time steps and sine waves, with 4 Volt amplifiddour different periods (200 second,
500 second, 1000 second and 2000 second) wereeithjedo the feedback loop of the control
electronics of the SG. The instrument frequencyoases obtained with the sine wave and the
step function methods are given in Table 1 andlayga in Figures 3. As expected and found
previously by Van Camp et al. (2000), both methgi® similar results consistent within their
uncertainties.
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Figures 3.Frequency response of the OSG-CT40 obtained lgting sine waves (red dots) and
step functions (continuous line) into the instrumelectronics: a. Phase as a function of period
represented in terms of time lag (s); b. Normaliaegplitudes a function of period.

Table 1. Time lags and normalized amplitudes of the OSG®4tained, for four different
periods, using the sine waves and the step furectiethods.

Period/ Sine Waves Step functions Sine Waves Step functions
second Time lag/second Time lag/second Amplitude Amplitude
200 9.818+-0.011 9.823+-0.017  1.044374+-0.000353469+-0.0004
500 8.571+-0.011 8.554+-0.042  0.990787+-0.000188892+-0.0130
1000 8.343+-0.003 8.323+-0.111  0.980199+-0.00002®787+-0.0005
2000 8.281+-0.020 8.256+-0.136  0.977218+-0.000008759+-0.0001

6. Comparison between the transfer functions of #three gravimeters

In this section, we compare the frequency responsdébe OSG-CT40 in Walferdange
(experiment of 2007) with the ones of the SG-CG2Membach (experiment of 2005) and of the
OSG-050 in Pecny (experiment of 2007). The tran&fection of the OSG-050 was determined
using only step functions with voltages of 10 Vaniid 15 Volt.

In the three experiments, the GGP-1 filter outpaswsed. For the SG-C021, the output
data were acquired with a Quanterra 330 data loer Camp et al., 2008The amplitude and
phase responses of the three instruments are ykspila Figures 4.
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Figures 4.Normalized amplitude responses (a) and time lagXpgrimentally determined for the
OSG-CT40 (blue), the SG-C021with the Quanterrad8@ logger (green) and the OSG-050(red).

The frequency responses, especially in phase, ignéfisantly different in shape, for
frequencies higher than $Hz. Differences up to 30% for the phase and udG® for the
amplitude are observed.

The polynomial coefficients of the transfer funasoare obtained from the complex
experimental frequency response with a least-squiiteThe form of the transfer function is
defined by the ratio of two polynomials of the cdexpLaplace variabls (Eg. 5). For the three
gravimeters, the numerator and denominator ofrdresfer function are best modeled &soéder
polynomials of the Laplace variabéeLowest orders are not sufficient to match the expental
transfer functions while highest orders do not iower the fit. For the OSG-CT40, the average
difference between the modeled and observed vadfiehe frequency response is13° in
amplitude and A0° second in phase. Similar results are obtainethfoother gravimeters.

We stress that the order of the denominator musiqol or superior to the order of the
numerator, otherwise the gain would be unboundedh@weasing frequencies.

From the transfer functioH(s), the instrument frequency response (amplitude dnade)
is calculated by replacing in equations (11), (&48Y (13) the variabls with the variable ¢-i).
The transfer functions for the three SGs are:

- OSG-CT040
~0.0389%° +0.08883° - 0.126&" + 0.115%° — 0.066642 + 0,01835 + 0.0010281
<® +1.744° +1.65* +0.826%° +0.229%% — 0.027% +0.00102¢ (11)

H(s) =
- SG-C021

0.02815° + 0.02244° — 0.01175" + 0.02098° — 0.029722 + 0.01456 + 0.002007
® +1.324® +1.215%* +0.626s% + 0.20252 — 0.0334% + 0.00200° 11864

H(s) =



(12)

- OSG-050
HE == 0.07454° + 0.175%° — 0.259%* + 0.25025° — 0.15585% + 0.04905 + 0.002634
S5+ 20435° + 21495° + 1305° + 044782 — 0.07236 + 0.002634 (13)

In Figures 5, the poles and zeros of the transfactfons for the three gravimeters are
shown. The poles are the valuessdhat make the denominator of the transfer funcéqoal to
zero leading to the divergence (i.e. instabilitf/}fee transfer function. As previously pointed out,
each pole is associated, in the time domain, toodenof the instrument response, which is
expressed by:

Y ® =;Q I 12§

where p represents the poles in complex form abdare constants depending on the initial
conditions.
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From the pole-zero diagrams (Figures 5), some ik observations on the systems responses
can be drawn. For the three instruments, the @olesll located in the left half of tlsgplan (real
part <0). This implies that all the response congmb® tend to O fot tending to infinite, and
consequently the systems stability.

The response is qualitatively similar for the thiggavimeters. The three systems are
characterized by two pairs of conjugate complexepotorresponding to two sinusoidal decaying
response components, and two real poles, corresgpia two exponentially decaying response
components. The differences lie in the decay r@diedined by the poles real part) and the
frequency of the oscillations of the sinusoidal e®ddefined by the poles imaginary part). The
nearest the pole is to the imaginary axis, the stws the decay rate. The nearest the pole feeto t
real axis, the lowest is the oscillation frequentlye response component with the slowest decay
rate represents the dominant response mode.

For the three gravimeters, the dominant modesgenential terms with different decay
rates. The dominant terms for the OSG-CTO040, theC8&1 and OSG-050 persist approximately
for 56 s, 30 s and 80 s, respectively.

Conclusions

The frequency response (amplitude and time lagh@fOSG-CT40 from Walferdange in
Luxembourg has been experimentally determined u$iagprocedure of Van Camp et al. (2000).
The same precision and accuracy as this previody stere obtained.

The transfer functions from three SGs were alsopaoed. The differences can reach 10%
in amplitude and 30% in phase in the seismic bafictquencies higher than 1®4z.

For a complete and accurate calibration of SGsragemmend to the SG operators to
carry out the same procedure. The transfer functiondefinitively unique for each
superconducting gravimeter (including the gravibntrol card and the data acquisition system).
We also encourage expressing the transfer funétiolerms of Laplace Transforms, which is
widely used in seismology. It provides a compaatl &fficient way to express the transfer
function. Its determination is essential to analgmd interpret the SGs’ observations especially in
the seismic frequency band.
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Abstract:

The noise level in processed time series from superconducting gravimeters (SG) is
mainly caused by not fully reduced atmospheric and hydrological influences. Therefore,
we investigated whether an improvement compared to usual reduction methods can be
achieved by using: i) highly resolved (both temporally and spatially) 2D surface data of
air pressure and temperature in an approach according to Merriam (1992); ii) 3D
atmospheric model data (from the WRF) with explicit consideration of the humidity of the
air and its distribution.

However, our studies showed that both the 2D- as well as the 3D-atmospheric correction
do not give an improvement in the noise level of SG gravity residuals at periods between
2 h and 48 h. This means that the available meteorological 2D- and 3D-datasets are not
yet sufficient for an improved reduction of atmospheric influences in the short period
spectral range and that the standard air pressure reduction method (using a regression
coefficient, i.e. an admittance) is still the most effective reduction method in the short-
period spectral range.

1. Goals of our research:

Data from superconducting gravimeters (SG) are nowadays an essential tool to explore global
geodynamic phenomena, such as mass displacements or deformations of the crust. SG show a
high long-time stability and generally a better signal-to-noise ratio (SNR) than spring
instruments (Rosat and Hinderer 2011).

In the search for smallest geodynamic signals it is a prerequisite to eliminate further
disturbances from SG time series which manifest themselves as different kinds of noise. During
the last years, clear improvements were obtained in the long-period spectral range due to air
pressure reduction using 3D atmospheric model output (e.g., Abe et al. 2010, Kliigel and
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Wziontek 2009). In the short-period spectral range, such a progress in improvements of SNR
has not yet occurred. Especially for periods between 2 h and 2 d, an increase of the SNR would
be very desirable, as a number of important geodynamic signals is theoretically expected to
exist, as for example:

- Translational oscillations of the solid inner core of the Earth, the so-called Slichter mode with
a period larger than 5 h (split into a triplett due to Earth rotation and ellipticity).

- Rotational oscillations in the outer, fluid core with anticipated periods of about 24 h and 17
h.

Furthermore, an increase in the SNR in the period range up to 48 h would allow an improved
determination of station-specific Earth tide parameters and hence a better data basis for
evaluating ocean tide models and loading Love numbers. Despite of existing reduction methods,
atmospheric effects still are the greatest disturbing influence in this period range.

The goal of this study was to clarify whether an improvement of reduction of atmospheric
influences in observed terrestrial gravity time series can be obtained, if we use:

- Observed highly resolved (spatially and temporally) surface data (pressure p, temperature
T), and:

- Modeled 3D-atmospheric-data including the humidity of the air (i.e., without the use of a
virtual temperature).

2. Data used and methods of reduction

The two types of data sets (2D and 3D) as used in the present study mainly cover the area of
Germany, as there are three existing SG stations and a meteorological observation network is
available for Germany. But we focused on the stations Moxa (MO) and Bad Homburg (BH) only.
The third mentioned station Wettzell (WE) which is close to the border of the Czech Republic
was not involved because of two reasons:

i) The air pressure and temperature data from the Czech Meteorological Service were too
expensive and were not available in the favored spatial resolution;

ii) Wettzell displays significant, very locally caused hydrological effects, whose adequate
reduction is not yet possible (e.g., Kligel and Wziontek 2009, Creutzfeldt et al. 2010).

We chose for our study the time interval from January 1 to June 30 in 2006, because in this
time interval both the highly resolved surface data and modeled 3D data were available.

As a preparation, the gravity time series of both stations (MO, BH) were filtered to 10 min (for
2D) or 1 h (for 3D) time steps. Small data gaps of up to 2 h were interpolated linearly. Both
time series were reduced concerning Earth tides and ocean loading. Tidal as well as non-tidal
ocean loading was considered, the latter according to the ocean model OMCT (Dobslaw and
Thomas 2007). The gravity time series of the station Moxa was additionally reduced for local
hydrological effects (Naujoks et al., 2010).
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Then we computed the atmospheric corrections according to the following details:
3. Use of highly resolved surface data (2D), Merriam method

Observed, highly resolved surface data (surface pressure and temperature) from 96
meteorological stations in Germany were available. We purchased these data from DWD
(Deutscher Wetterdienst). These data span from January 1, 2004 to December 31, 2007, with a
time step of 10 min.

As a preliminary step, these DWD data were checked (removal of outliers; interpolation of small
gaps). Then they were interpolated to a regular latitude/longitude grid using the MINC algorithm
(Minimum Curvature, i.e., splines).

Using these grids, atmospheric corrections for the stations MO and BH were computed. This was
done according to the method proposed by Merriam (Merriam 1992). In the calculation of the
Newtonian attraction part a vertical pressure and temperature distribution is used which is
based on a model atmosphere together with the pressure and temperature values at the Earth’s
surface. For the deformation part, Green's functions are used (Farrell 1972). These reductions
were applied to the gravity residuals and compared to the standard reduction (using a
regression coefficient (admittance) computed between local air pressure and gravity, cf. Torge
1989, Melchior 1983).

The deformation part of the Merriam correction was calculated using sea-level pressure (SLP),
which was obtained from surface pressure and temperature via the barometric height formula.
We included the Merriam temperature correction part; this cannot be neglected.

After the Merriam correction (and also after the 3D correction in Chapter 4), a regression was
applied between the gravity residuals and the local station air pressure, and the result was
subtracted from the gravity residuals. However, this procedure has little effect on the resulting
final gravity residuals and their RMS. (The coefficient of correlation between the 2D corrected
residuals and the local air pressure is near +0.20 ... +0.25, depending on the station [Moxa or
Bad Homburg] and on the time interval considered.)

4. Usage of 3D data

The 3D atmospheric fields used were obtained from the Institute for Meteorology and Climate
Research (IMK-IFU) in Garmisch-Partenkirchen which is a branch of the KIT (Karlsruhe Institute
of Technology). They were computed in a high resolution simulation with the WRF-ARW model
(The Weather Research and Forecast Model, Skamarock et al. 2008). These data are given on a
big ‘square’ over all of Europe with a horizontal resolution of 10x10 km?. In the vertical, they
consist of 41 layers up to about 28 km altitude. The data were provided with a temporal
resolution of 1 h and they cover the time interval from January 1 to June 30, 2006. Due to the
computational demand, only a single configuration of the atmospheric model could be exercised
within the presented study. The setup consisted of version 3.1.1 of the WRF-ARW model and
physics selected as follows: WSM 5-class microphysics, RRTM long-wave and Goddard short-
wave radiation, YSU PBL scheme, NOAH land surface model, and Kain-Fritsch convective
parametrization.

The computation of the 3D atmospheric correction was done using a given C++ program that
had been created at GFZ Potsdam as part of a Diploma thesis (Stéber 2005). This software tool
was adapted to the present 3D data. It calculates both the attraction and the deformation part.
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For the attraction part, we used spherical volume elements for which a closed expression exists
involving square roots and logarithms (Neumeyer et al. 2004, 2006).

It is first necessary to transform the 3D data (1.1 TByte) from the 'Lambert conformal conic
projection' to a regular latitude/longitude grid. We chose grid cells of 0.10°x0.10°.

The following data variables were used in the computation of the 3D atmospheric correction:
- density of air (3D),
- geopotential (3D),
- surface pressure (2D),
- topography (2D) [which is smoothed to 10 km],
- land-ocean-mask (2D)

For the 3D calculations, the geopotential at the Earth’s surface (lowest level) was constructed
as: i) equal to zero over the oceans;
ii) from the height of the topography over land.

Furthermore, the deformation part was computed using the surface pressure instead of the sea-
level pressure, because sea-level pressure (or surface temperature) data were not available for
a temporal resolution of 1 h.

As the 3D data go up to an altitude of about 28 km only, we appended an extrapolated
Standard Atmosphere (for mean latitudes) above 28 km up to 60 km altitude.

5. Description of the results and discussion

Both atmospheric reduction methods as discussed above (2D and 3D) were applied to the
gravity residuals for MO and BH, and the results were compared among each other and with the
standard reduction method.

Fig. 1 shows the 2D-correction (Merriam method, upper plot) for the station Moxa compared to
the standard pressure correction and compared to the 3D-method (lower plot). From this Figure,
we can deduce:

- The calculated 2D- and 3D-corrections have almost the same temporal behavior as the
standard correction method.

- The 2D-reduction (upper plot) has only very small deviations from the standard reduction
method. However, there are relatively large deviations between the 3D- and 2D-method
(lower plot, e.g., at ~60.000 min and ~220.000 min). For some time intervals, the 3D-
correction looks ‘like a smoothed version’ of the 2D-correction.

The differences between the three methods are more clearly visible after the application of the
atmospheric correction to the gravity residuals. This is shown in Fig. 2 for both SG-stations. In
this Figure, the gravity residuals of Moxa and Bad Homburg are compared after applying an
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atmospheric correction according to the three methods (standard pressure correction, 2D
method after Merriam and 3D correction). From the plots for both stations, we can infer:

The temporal behavior of the 2D atmospheric correction (Merriam method, green curve)
is in @ good agreement with the standard air pressure correction (red curve). However,
it's obvious that the 2D method gives a significantly higher noise (c.f. the red and green
curves in Fig. 2 for Moxa and Bad Homburg). This finding is also reflected by the RMS
values of the residuals (for example: Moxa: 5.5 nm/s* for the standard air pressure
correction versus 6.05 nm/s? for the 2D-correction).

The remaining residuals after the application of the 3D atmospheric correction show a
significantly different behavior compared to the 2D-correction and the standard air
pressure correction. Please note particularly the positive and negative ‘spikes’ near
~100.000 min und ~170.000 min for both stations.

From a comparison with other meteorological information, we found out that the strong
‘spike’ near ~100.000 min took place when a front passed and air pressure increased
suddenly. The ‘spike’ caused by the application of the 3D atmospheric correction is an
indication that short-time pressure rises are not yet correctly modeled in the underlying
WRF model 3D data.

The Figures 3 and 4 show the PSD (Power Spectral Density) of the gravity residuals from Fig.
2. Here, we only plotted the spectra from the 3D method compared to the standard method,
both for Moxa (Fig. 3) and Bad Homburg (Fig. 4). Two plots are shown for each station with
different frequency axes: linear (bottom) and logarithmic (top). The corresponding spectra for
the 2D atmospheric correction are not shown here, because they are not significantly different
from the standard method.

From Fig. 3 and 4 we conclude:

- It's clearly visible that the spectra for the 3D atmospheric correction have a higher spectral
power than those for the standard reduction method. This means that the application of the
3D atmospheric correction caused a rising of the noise level in the final gravity residuals.

- Both spectra (using 3D- and standard air pressure correction) contain the same peaks near
higher harmonics of the diurnal variation (frequencies: 1/d, 2/d, 3/d).

Comparing the reduction results, we come to the following conclusions:

1.

The Merriam method by using 2D data from DWD produced a small increase in the
noise of the gravity residuals compared to the standard method. The reasons for this
finding could be:

- There are parts in the atmosphere which do not correlate with the meteorological
variations at the Earth’s surface. These parts have a stronger influence than assumed,

- Effects from the near surrounding area (some 10 km around the gravimeter) have a
stronger influence than assumed; that means a very fine observation mesh would be
necessary for significant improvements in the future.

The temporal behavior of the 3D correction differs more strongly from the standard air
pressure correction than the 2D Merriam method. In particular the applied 3D correction
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produces some incorrect ‘spikes’. This indicates that the present quality of the 3D data is
not yet sufficient to give an improvement in the atmospheric reduction of gravity time
series compared to the standard air pressure method. Nevertheless, one should have in
mind that only an individual realization of a high resolution atmospheric model was
applied. Different configurations of WRF-ARW are known to yield different results, in
particular with respect to the moisture budgets (Fersch et al. 2009). Additional
comparisons with alternative setups should be tested in order to investigate possible
variations. For instance, in contrast to other models, the selected configuration of the
WRF-ARW model explicitly considered the humidity of air, but this is obviously not
sufficient for an improvement in the atmospheric reduction.

Our conclusion is that the standard air pressure reduction (admittance coefficient) is presently
still the most effective reduction method in the short-period spectral range, although this
method produces some small errors near the higher diurnal harmonics, because of the global
character of pressure variations near these periods.

Investigations by Gebauer et al. (not yet published) within the DFG-project KR1906/7-1 have
shown that the deformations of the crust at a typical SG location are caused to 98% by the
structure of the loading field at every observation time. Maximally 2% of the effects are caused
by topography and crustal heterogeneity. This result (as well as the insights concerning the
strength of the attraction effect in the zone of some 10 km around the gravimeter) clearly imply
that the strategy of higher temporally and spatially resolved meteorological data must be
pursued further. It seems that the available meteorological data sets are not yet sufficient in the
short period spectral range. One option to overcome this drawback exemplarily could be the
installation of a high resolution meteorological observation net around a dedicated SG station.
There are efforts in this direction, but from our knowledge a high resolution 2D observation net
has not yet been established. The registration of the vertical atmospheric variations above an
SG site is an open question. One option could be the usage of atmospheric variation
measurements derived from GPS observations at the SG location.
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Moxa, atmospheric corrections
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Fig. 1: Atmospheric corrections at the SG station Moxa from the 2D-data (method of Merriam)
compared to the standard air pressure correction (upper plot) and compared to the 3D-method

(lower plot). The time axis is given in [min] since January 1, 2006.
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MO, 060101MO + 0.5 yr, dif2h (blue), difph (red), interpolated, without gaps
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Fig. 2: Gravity residuals for the stations Moxa (upper plot) and Bad Homburg (Iower plot) when
using the standard air pressure correction (red), the 3D-correction (blue) and the Merriam-
correction (green) for the time interval January 1, 2006 to June 30, 2006. Please note, that
constant offsets have been added to the red and green curves compared to the blue curves.
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PSD of 3D corr. (blue), pressure regression (red), Moxa, 2006+0.5 yr
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Fig. 3: Power Spectral Density (PSD) of the gravity residuals at the SG station Moxa for the 3D-

method (blue) and the standard air pressure correction method (red), with linear (upper plot)
and logarithmic frequency axis (lower plot).
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PSD using 3D corr. (blue), pressure regression (red), Bad Homburg, 2006+0.5 yr
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Fig. 4: Power Spectral Density (PSD) of the gravity residuals at the SG station Bad Homburg for
the 3D-method (blue) and the standard air pressure correction method (red), with linear (upper

plot) and logarithmic frequency axis (lower plot).
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Abstract
In this paper we discuss the first results of avifyydidal record obtained with the new gravity
meter manufactured by the company ZLS (Zero-Le@thing Corp.). This is also the first
record of this kind in a station in Azerbaijan. An@ discuss the results with regard to the
dynamics of the Earth-Moon system and the defoonadif the Earth caused by tidal forces
and regional contemporary movements and defornmgtion

The gravimeter is installed in the geodynamic stafshaki, Azerbaijan, operated by the
Institute of Geology of the National Academy of §wes of Azerbaijan. The data covers the
period of 2010-2011 and was processed in the untstibf Geosciences, Friedrich-Schiller-
University of Jena, Germany.

1. Introduction

The experimental data are important in the modgkihthe tidal deformation to calculate the
tidal corrections for high-precision measuremeiiitgravity which, together with other high-
precision geophysical measurements, will refleet tariable deformations and stress in the
crust.

Strain is actively manifested at the boundariegestonic plates, in zones of contact
platforms and seismic areas, in zones of deepsfadithe crust. Information about long-term
changes in displacement, gravity, deformation dbdltows the evaluation of stresses in the
Earth's crust to study the structure of the reqaod the connection with seismic activity
(Balenko et al.1985; Pariyskiy et al. 1980; Hindege Crossley, 2000; Mantovani et al.
2005).

Observation of Earth tides is a promising methadgiEodynamic studies. Observation of
different tidal components (tidal variations of gty, tilt, linear and volumetric strains, ocean
tides, etc.) make it possible to determine the @oge- and phase-frequency characteristics
of the different layers of the Earth, giving infaation on their viscoelastic properties in the
range of nearly diurnal frequencies, and complentbaos, seismic results.

The highest accuracy is achieved in observationsidal variations of gravity, but,
compared to tilt and strain, they are less affebieenomalies in the crust and upper mantle.

Azerbaijan's territory is located in a zone of aettollision of two continents, Africa and
Eurasia (Mckenzie, 1972; Sengor et al., 1985; pPlilial., 1989; Kadirov et al., 2008).

Azerbaijan is part of the Alpine-Himalayan fold +ogenous zone. The main
geomorphologic elements are the Large and the Lé3secasus, Talysh, Kura and South
Caspian Basin. The modern structure of the regamtirtues to be influenced by the opposing
horizontal tectonic movements in the Arabian andaBian plates (Philip et al., 1989;
Shevchenko et al.,, 1999; Khain, 2001; Jackson et1892, Kadirov et al., 2008, and
Ahmedbeyli, 2004).

Since Azerbaijan is located north of the north e@s{NE) corner of the Arabian plate,
the horizontal movements of the plates cause stdefgrmations of the crust. Therefore, the
territory of Azerbaijan is an inherent uneven lomaif seismic events.

Fig. 1 shows a map of GPS-derived site velocitigsiwthe territory of Azerbaijan in the
context of selected GPS velocities in surroundirgas Velocities are shown in an Eurasia-
fixed reference frame determined by minimizing o for GPS stations that have been
observed well and are broadly distributed acroe<Hirasian plate.
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Figure 1. Azerbaijan GPS-Geodynamics Network. Triangles argey sites and the square,
the continuously recording GPS station at the Gpplimstitute, Baku. Base map shows
topography, simplified tectonics. Abbreviations: NE€ North Caucasus Thrust fault, MCT =
Main Caucasus Thrust fault, LCT = Lesser Caucasusst fault, WCF = West Caspian Fault,
NCF = North Caspian fault, AP = Absheron Penins(dampiled by F. Kadirov, S.
Mammadov, R. Reilinger, S. McClusky).

Velocity uncertainties are mostly less than 0.6 ym@llowing fairly precise estimates of
convergence across the Caucasus mountain syseenuficertainties are about 5% of the total
convergence rate; Kadirov at al., 2009; Reylingeala 2008). On a broad scale, the GPS
velocity field clearly illustrates the NNE motiorf Azerbaijan and adjacent regions of the
Lesser Caucasus with respect to Eurasia southedftBT. The most pronounced feature of
the velocity field is the decrease in site velestacross the MCT.

2. Shaki station

Shaki station of the Institute of Geology of Azeaja National Academy of Sciences is
located on the north-west of Azerbaijan (Fig. B)the foothills of the Greater Caucasus at a
height of 723 m, and is the main Earth-tidal statio Azerbaijan. The station is located on the
territory of Shaki Research Centre. Constructionhef plant began in 2009. It consists of a
separate room of 3m x 4m. In the middle of the rdbere is a concrete pillar of a size of
80cm x 80cm and a depth of 1.5 meters with a haigbve the ground of 65cm (Fig. 3).

The coordinates of the station are: 41.2220°N1AI0°E, elevation: 723.000 m.

Tidal measurements at the station Shaki began inctM2010. Excluding breaks in
recording, the observations cover 358 days in & tspan of little more than one year
(01.04.2010 until 08.04.2011). We installed theomdted Burris Gravity Meter B-14 (Adams
et al., 2004; Jentzsch, 2008).

The Burris Gravity Meter™ is a product of the comp@LS Corporation, Austin/Texas,
USA. It is based on the invention of L. LaCoste &ndRomberg (LaCoste, 1942): The zero
length spring (ZLS).
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Figure 2. Azerbaijan gravity station Shaki.

Figure 3. Azerbaijan gravity station Shaki.

The high-precision automated Burris gravimeter essuaccuracy in stationary
observations to 0.1 microgal. The sensor type msetal zero-length spring supported by a
hardened metal micrometer screw with a range d(07/@Gal. The feedback range is about
+ 25 mGal, but can be reduced for Earth tidal psego

Particular attention was paid to ensure the tentperastability of the room. The
temperature is kept constant throughout the yearaaind 2 to 3°C. In the winter and summer
months, especially when large temperature diffessraccur, the gravimeter was covered by a
special insulation.

! This gravimeter is mostly used for surveying argldemonstrated its superb quality (Ziang et al228ome groups have
provided continuous records (Poland & Carbone, 2@Hhg a WINDOWS based recording system nowahlailwhich
includes a digital barometer and a GPS time confifwb data are stored on the hard disk of a ndtebomputer

(www.gravity-consult.d@
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3. Data analyses

Data processing and analysis was carried out inlrisgtute of Geosciences, Friedrich-

Schiller-University of Jena, Germany. The obseoratresults were processed using a

combination of programs PreAnalyse (Gebauer e2@07) and ETERNA (Wenzel, 1996).

» Data acquisition system: For recording the dataused the program UltraGrav™
provided by ZLS with the control-computer HP200rpdbp. The HP200 employs the
familiar DOS operating system. Data are stored @Camemory card. This PC memory
card is used like a floppy disk to transfer datanfrthe HP200 to a host computer
equipped with a PC memory card interface

* Dynamic of recording: For long-term Earth tide (E6Bservations and secular studies we
are using the function “Continuous observationgdiisTiunction permits the continuous
measurement of gravity as required for Earth tidseovations and secular gravity
studies.

» Sample rate: The date sample rate was set to 3esinu

* Time base: Date and time were adjusted to UTC.

* Interpolation of gaps: During the primary treatmeset introduced gaps where data were
missing.

* Filtering: The 3min samples were interpolated tMih., cleaned with PreAnalyse and
filtered to 5min- and 1-hour-samples.

* Gaps in the data are associated with power failures

As a result of the treatment a time series of lyoualues was obtained (Fig. 4). A linear drift,

superimposed by a seasonal period is clearly shmamhich the tidal amplitude is changing

from about -100 nm/s2 (10 pGal) to approx. -2000s4r:200 pGal). This drift rate is typical
for spring gravimeters, even if they are speciatipstructed for the observation of Earth tides

(Hegewald et al., 2011). Fortunately, there way @mle bigger gap in the time series at the

beginning of December 2010, due to power failure.

SHAKI, AZERBAIJAN

W;w
‘ """‘”‘M‘ﬁ'ﬁw
i "W‘l"wmr:r |“‘V|m“ i
W N"W..nl,w-_mwTr'llm?m‘Wm.'\r!mmm
gy,
I \I‘WW;U" g

mvolt

I
0 101
Date

Figure 4. Tidal observation at station Shaki hourly valuedifcation factor 1mvolt = 12.88 nm/s?)

We have computed the amplitude and phase spectfuthechourly time series (Fig. 5:
amplitude in nm/s?; phase in degrees, Fig. 6). fEiselt shows clearly the diurnal and semi-
diurnal tidal wave groups (Fig. 5). The long- amerodic drift behaviour shown in Fig. 4
can be seen in the lower frequencies of the spactmshere the values rise up to some
hundreds nm/s2.

2 See footnote 1.
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Figure 6. Phase spectrum in degrees.

4, Results — tidal parameters

The time series were analyzed using the tidal amajgrogram ETERNA3.4 (comp. Wenzel,
1997), and 18 main tidal constituents are usedottuniately, the barometric pressure could
not be taken into account, because no parallerdetpcould be provided. The results with a
standard deviation of 2.3nm/s? show the expecttad parameters for an elastic Earth with a
tidal factor of about 1.16 and phase differenceselo zero for what concerns the main tidal
constituents O1 and M2. The ocean tides loadingergainly not very large. S2 is clearly
affected by the atmospheric pressure effects. Thplimude factor of M3 is close to the
theoretical value 1.07 for the ter-diurnal wavesilyOthe tidal waves with very small
amplitudes like J1, OO1 and also M4 show largersroo phase differences (Table 1).

The good quality of the tidal analysis is also aoméd by the tidal residuals (Fig. 8). The
residuals mainly consist of white noise, howeveeasonal variation can be seen. In autumn
and winter time, at the end and at the beginnintheftime series higher residuals of up to
+ 10nm/s? are observed, whereas in summer time @fiithe series) the amplitudes vary by
about £ 5nm/s? only. This is probably caused byetfiect of barometric pressure variations,
which usually show higher amplitudes in winter thasummer time.
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Table 1.Adjusted tidal parameters estimated by the tidalysis (ETERNA3.4).

From [cpd] [To [cpd] | wave |amplitude [amplitude |[Standard |phase lead| Standard
nm/< factor deviation |[deqg] deviation
[deg]
0.501370| 0.911390| Q1 66.94 1.135 0.008 1.84 0.4
0.911391 | 0.947991| O1 354.57 1.151 0.002 0.96 0.08
0.947992 | 0.981854| M1 28.23 1.166 0.016 -0.41 0.78
0.981855 | 0.998631| P1 161.07 1.124 0.004 -0.55 0.19
0.998632 | 1.001369| S1 17.58 5.194 0.229 77.60 2.53
1.001370 | 1.004107| K1 489.74 1.131 0.001 1.18 0.0¢€
1.004108 | 1.006845| PSI1 10.76 3.176 0.155 -8.09 2.60
1.006846 | 1.023622| PHI1 8.77 1.422 0.087 20.12 3.5(
1.0236230| 1.057485| J1 26.88 1.110 0.021 7.41 1.11
1.057486 | 1.470243| OO1 15.09 1.139 0.030 5.25 1.51
1.470244 | 1.880264| 2N2 15.61 1.201 0.031 8.62 1.4%
1.880265 | 1.914128| N2 95.78 1.177 0.006 1.83 0.31
1.914129 | 1.950419| M2 498.03 1.171 0.001 1.30 0.0€
1.950420 | 1.984282| L2 13.90 1.157 0.051 -6.19 2.5
1.984283 | 2.002736| S2 229.43 1.160 0.003 0.61 0.1:2
2.002737 | 2.451943| K2 60.62 1.128 0.009 2.81 0.47
2.451944 | 3.381478| M3 6.79 1.079 0.077 1.08 4.1(
3.381379 | 4.347615| M4 0.63 7.322 5.476 57.38 42.85

The tidal analysis also shows the well knoWearly Diurnal Free Wobble (NDFW) of

the Earth, which is caused by the forced oscilfatdd the Earth core (Zurn, 1997). If the
quality of the gravity time series is high enoufls tgeodynamic effect can be detected in the
diurnal frequency band: The tidal parameters ofllscaastituents of PHI1 and PS1 should be
higher than 1.16 and for the main constituent Kdust be slightly reduced compared to O1.
Fig. 9 shows these parameters over the time insh@und it is obvious that the NDFW was

significantly observed by the gravity record in Kkstation.
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Figure 8. Tidal residuals after tidal analysis (ETERNA3.4).
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Figure 9. Nearly diurnal free wobble, caused by the Eartle eé®clearly indicated by the
gravity observation in Shaki station.

5. Results — monthly analyses

The record was analyzed piecewise using moving eviusdof three months length each,
moved by one month. Thus, the results were alldcédethe middle centre month of the
intervals. Tables 2 and 3 give the obtained re$oitamplitude factor and phase lead; Figures
9 and 10 give the plots of these results. Applyimg errors obtained, in the semidiurnal tidal
band the variations are not significant, whereathen diurnal tidal band in some cases the
error bars do not overlap. Especially in the cdsthe phase it seems to be strange, that all
results show decreasing phases towards the erfteaketording period. The fact the phase
shift of M2 is nearly twice the phase shift of Odings obviously to a timing error due to the
drift of the clock.

Table 2. Amplitude factor: Monthly results for the main tideaves O1, P1S1K1, M2, and
S2, estimated by tidal analysis (ETERNA3.4).

Date 0O1 P1S1K1 M2 S2
May 1.146 £0.005] 1.138+0.003| 1.168+0.002| 1.163 +0.005
June 1.148 + 0.005 1.129+0.003| 1.168 +0.002| 1.157 +0.004
July 1.147 +0.00 | 1.116% 0.00: 1.168 + 0.00 1.173 £0.00
August | 1.158+0.004| 1.114+0.003| 1.169+0.002| 1.165+0.004
September; 1.151 +0.003] 1.102+0.003| 1.1710.0014| 1.178 +0.005
Octobe 1.154+0.00 | 1.117 +£0.00 1.172 +£0.00 1.181 + 0.00
Novembe | 1.157+0.00 | 1.116 +0.00 1.172 +0.00 1.168 + 0.00
December| 1.142 +0.005] 1.122 +0.003| 1.169+0.003| 1.199 + 0.009

6. Conclusions

For the first time, a Burris gravimeter was usedtidal recording for a period of a little over

one year. The results show that the gravimetertables and very well suited for such a
purpose. Although the data quality is not as go®dt @ould be due to the recording with a
palm top, we are quite satisfied with the resultempared to the environmental conditions
the drift is quite tolerable and in accordance waither findings related to spring gravimeters.
We hope to further improve the recording by replgdhe palm top by a recording system
with higher resolution, GPS time receiver and digiiarometer to be provided by Gravity
Consult GmbH.
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Figure 9. Amplitude factor: Monthly results for the main wav@1, P1S1K1, M2, and S2
estimated by tidal analysis (ETERNA3.4).

Table 3.Phase lead: Monthly results for the main wavesR151K1, M2, and S2 estimated
by tidal analysis (ETERNAS3.4).

Date 01 P1S1K1 M2 S2
May 0.68 £ 0.2! 0.56 +£ 0.1 1.61 + 0.0 0.77 £ 0.2
Jure 0.68 £ 0.2! 0.52+0.1 1.39+0.04 -0.35+0.2.
July 0.73+0.2¢ 042 +0.1 0.84+0.0/ -0.12+0.1i
Augus 0.50 + 0.2 0.18 + 0.1 0.35+0.0f -0.78+0.2
Septembe 0.08 +0.1 0.50+0.1] -0.08+£0.0y] -1.20+0.2.
Octobe -0.19+ 0.1¢ 1.39+0.12] -0.59+0.00 -2.40+0.2
Novembe -0.65 + 0.1 1.10+0.12] -1.57+0.1;] -2.51+0.3i
December -2.01+0.24 -004+014 -3.71+0.14 -6.32+0.42

P151K1

mav i Tuly e b nededer e Aeiwermihuer

Figure 10.Phase leadvionthly results for theamain tidal waves O1, P1S1K1, M2, and S2
estimated by tidal analysis (ETERNA3.4).
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The K1 triplet: Can Lunar nodal waves contribute
to the study of the Free Core Nutation (FCN)?

Bernard Ducarme
Catholic University of Louvain, Georges Lemaitre Centre for Earth and Climate Research
bf.ducarme@gmail.com

ABSTRACT

The longest series of superconducting gravimetarscpating to the Global Geodynamics
Project (GGP, Crossley et al., 1999) are now rappetween 10 and 18 years. It was possible
to extract successfully the nodal waves for 12esdnger than 3,500 days using the VAV04
tidal analysis program (Venedikov and Vieira, 200d)most of the cases the tidal parameters
of the nodal waves agree with those of the maml tdnstituent. The K1 triplet is especially
interesting, being submitted to the resonance eflitiuid core of the Earth. The amplitude
factors of the three constituents should differGbi®6 according to different Earth models.
This effect is clearly seen in our results. Weddtice a paramet@e = [1- &« +/0k1), free
from calibration errors and ocean tides loadinduirice, to express the relative difference
between K1 and its nodal companions Kt K1'. The KI nodal wave has a too small
amplitude to provide reliable results but the meslative differencep” between K1 and K1
(0.113%=0.022%) is very close to the values 0.124% 0.116% predicted respectively by
the DDW99NH (Dehant et al., 1999) and the MATO1NMathews, 2001) non hydrostatic
models.

Keywords: superconducting gravimetry, Free Core Nutatiomah@avaves

Foreword

The lunar nodal waves associated with the main @danponents have been fairly well
separated from a 14 year long record of the supeéraing gravimeter TO03 (SG, Hinderer
et al., 2007) of Brussels by Ducarme and Melchit®98). The most interesting result
concerned the K1 triplet associated with the 1846jear astronomical nutation. Fifteen year
later most of the SGs operated since 1997 in thmdwork of the Global Geodynamics
Program (GGP, Crossley et al., 1999) have recanigelr than 10 years that could be used for
the same purpose.

1. Introduction

Let us consider the development of the tidal padédue to the Moon (Wenzel, 1997a)

% GM&ory, 1 &
W=>"W, . ;(c) 2n+1n;)an(cose).an cos(r/2 - d).cos(nH) (1)
with G gravitational constant, M mass of the Moorgeocentric distance of the point of
observation, c distance from the geocentre to therlyB geocentric colatitude) declination
of the Moon and H its hour angle. TRg, are the fully normalized Legendre functions of
degree n and order m. The order m is associatétetdifferent tidal bands through the hour
angle. The time variations of the potential ar&dithto rd and H. Expressing these quantities
as a function of the astronomical arguments desgrithe motion of the celestial bodies
inside the solar system, it is possible to develop tidal potential in a sum of harmonic
constituents, under the form

W=DET 3 ()10 (6) Py (c058) (G costt) + ™ sine )] @
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with D [Newton.m], so called “Doodson constanty mean equatorial radiud;m
normalisation coefficients andP,{co¥) geodetic coefficients. The arguments are
expressed in function of astronomical argumentswdf consider only Moon and Sun,
neglecting the planets of the solar system, wengée

a, =ar +bs+ch+dp+eN+fp,

with T mean local lunar time (H+180°), s mean tropic itude of the Moon, h mean tropic
longitude of the Sun, p mean tropic longitude oé tnar perigee, N'=-N mean tropic
longitude of the ascending lunar node changed gf and p mean tropic longitude of the
solar perigee. The angular speed of a tidal waweompletely determined by its argument
under the form (a,b,c,d,e,f). Among the differemvelopment of the tidal potential one
generally use as standards the TAM1200 potentiamn{ira, 1987) and the HW95 catalogue
(Hartmann and Wenzel, 1995).

From the tidal potential it is possible to compitlte different tidal components. In this
study we focus on the vertical component of thaltfdrce i.e. the variation of gravity. The
Earth body submitted to the tidal forces is defatnand this deformation produces an
additional change of potential. The global effecttbe tidal gravity changes is characterized
by the so called “amplitude factor”. For a givedali wave, the amplitude factéris defined
as the ratio A/A (Melchior, 1983) of the effective amplitude A wittespect to the
astronomical tide of amplitude ;,ASeveral theoretical models of the Earth respaosine
tidal forces have been developed in the last decad@ahr-Dehant-Zschau (Dehant, 1987),
DDW99 (Dehant et al., 1999), MATHO1 (Mathews, 2Q0mheir results provide the so called
body tides with amplitude /A and amplitude factor values= Aw/Aa It is thus possible to
define the different body tides models by a ve&®@,.A, 0), expressing the fact that the
body tide is in phase with the astronomical ones @halysis of the observations will provide
an observed tidal vectd,(0A,0), wherea is the difference between the observed and the
astronomical local phases with lag counted as nagdtinhappily it is generally not possible
to compare directly the observed and body tidesove@s the ocean tides effect is still mixed
up in the observations. The tidal loading vectgr which takes into account the direct
attraction of the water masses, the flexion of ¢neund and the associated change of
potential,is generally evaluated by performing a convolutimegral between the ocean tide
models and the load Green’s function computed hyeRgFarrell, 1972). We subtract the
tidal loading effectd (L,A) to get the so called “corrected” tidal parametamplitude factor
Oc and phase differenae..

A(dA4 Oc) = Ao —L 3)
which can be directly compared with the body tideslelsR.

The Earth response is different for the differeegrees of the potential. For \the
recent body tides models agree at the level ofvaténth of percent and these different
models have been evaluated using tidal gravity mbsens, mainly superconducting
gravimeters data provided by the GGP consortiune. DBW99 and MATHO1 models agree
with the observations corrected for the ocean tidading at the level of T9(Baker and Bos,
2003; Ducarme et al., 2001, 2002, 2007, 2009).

2. Constrains on the tidal analysis procedure

The analysis of earth tide observations is usuadlyied out by least squares adjustment. A
general description of the procedure and of itsaathges can be found for example in
Wenzel 1997b. The goal of the tidal analysis ideétermine the so called tidal parameters i.e.
amplitude factors (ratio between the observed dog#i A, and the theoretical onei\ and
phase differences (difference between the obsetiaden, and the theoretical oree,), for
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different tidal “wavegroups”. The wavegroup concemts proposed by Venedikov (1961).
Due to the limited resolution of any analysis taghe, the frequency resolution is limited by
the recording length T. According to the Rayleigitecion the separation of the waves is
generally restricted tAf > 1/T. However the Rayleigh criterion should be uasda rule of
thumb only. For the least squares adjustment methbere the frequencies are known
beforehand, the separation depends on the recoetigth T and on the signal-to-noise ratio.
For high signal to noise ratios, as it is the cagle SGs, waves with frequency differendds

< 1/T can be sometimes separated. In any casdntpgssible to determine individual tidal
parameters for all the tidal waves contained in &gl potential catalogue. Instead, average
tidal parameters are determined for “wavegroupsita@ioing neighbouring waves. The
Rayleigh criterion applies in this case on the tiestey difference between the main wave of
two neighbouring wavegroups. It is supposed thatital parameters are identical for all the
waves inside a wavegroup. This assumption is géyaerat verified as different degrees of
the potential are mixed inside of the same growpcdpe with this problem the usual practice
is to multiply the theoretical amplitude of the weavwhich are not belonging to the same
degree as the main wave of the group by the rdtitheo theoretical amplitude factors. For
example, if the tidal gravity factors for (2,2) af@l2) terms in (2,2) group al® and d;
(Melchior, 1983), the theoretical amplitude of gBy2) term will be multiplied byds/&,. If

the observed tidal factor of the groumjghe contribution of a (3,2) term is in facds/d,=d3

if &=&. This approximation is generally valid as the obed and theoretical tidal factors
agree generally within a few per cent while theedipancy between the theoretical factors of
different degrees of the potential are of the omfet0%. Moreover the contribution of the
components deriving from Y¥re much larger than the signal coming from théadriglegrees
of the potential, so that the residual effect beesrmgenerally negligible. This procedure
should be applied also to the terms generated by W

3. First approach of the nodal waves

As a matter of fact the argument of the nodal walifier only from the argument of their
closest neighbour by the variable N’ associatetth¢o_unar node, which has an angular speed
of 0°.00220641 per hour. According to the Rayletgkerion, the period required to separate
such waves is thus 18.6124 years. In section 4 iseuss how it is possible to relax
considerably this condition.

Let us consider first the data of the supercondgcgjravimeter CD021 at station Membach
(BE). It is one of the longest and most preciseeseobserved with a superconducting
gravimeter (Hinderer et al., 2007) in the framewaikthe Global Geodynamics Project
(GGP, Crossley et al., 1999). The Tables 1 ande2gnt the characteristics of the principal
nodal waves and the tidal factors computed withEMERNA (Wenzel, 1996) software. It is
noticed at the first glance that there do not galheexist a pair of nodal waves symmetrical
with respect to the main tidal constituent. The eptons are M1, K1 and NO1. NO1-
(1,0,0,1,-1,0) with an amplitude of 0.7rifmis not negligible, but it is located very close to
M1+ (1,0,0,0,1,0), which has a similar amplitudalfle 2). The difference in angular speed is
only p-2N’ i.e. 2.29 19 deg/hour. The period of commensurability becomes th79 years!
We cannot separate both components simultaneousiys@paration of M1becomes possible
if we keep NO1 and NO1- in one and the same grimversely results for NOZare obtained
by grouping M1 and M1 However the precision is low.

In most of the cases the tidal parameters of tliain@aves agree with those of the main tidal
constituent within one or two (RMS error). The main exceptions are P1 and Kihe
diurnal band, M2 in the semi-diurnal band and pesh® 3 in the ter-diurnal one. In the
diurnal band the amplitude factors are frequencyeddent due to the FCN resonance
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(Ducarme et al., 2007). The slope of the resondeteg steeper close to K1 and the nodal
waves larger we can perhaps get some useful infmman the FCN from the K1 triplet.
Concerning M2 and M3 one can suspect a differesdnance of the nodal waves with respect
to the main tidal constituent in the ocean tidemdlng. However it is not confirmed by the
analysis of the ocean tides records at Oostend¢ Bfveen 1945 and 2006 as shown in
Table 3.

4.K1(1,1,0,0,0, 0) and its nodal waves K1, 1, 0, 0,-1, 0) and K1(1, 1, 0, 0, 1, 0)

As seen in the previous section, the K1 tripletb(€al) is especially interesting, being
submitted to the resonance of the liquid core efEarth. The amplitude factors of the three
constituents should differ by 0.1% according tdettént Earth models (Table 4). The GGP
data base is incorporating the observations ofdz® gravity stations between 1997 and 2010.
From the point of view of the Rayleigh criterion series already reaches the 18.6124 year
data length required for the separation of the hadees. Including data prior to GGP the
series of Brussels (more than 18 years), Cantléy5(Y¥ears) and Membach (14.5 years)
hardly reach the required time span. Most of tlaists however reach a data span larger
than 10 year.

To save a maximum of series, we can use the adyestaf the VAV04 tidal analysis
program (Venedikov and Vieira, 2004). The mainat#hce with respect to the more popular
ETERNA software (Wenzel, 1996) resides in the ffiitg technique used to separate the tidal
signal in the spectrum. ETERNA is applying overliagphigh pass filters on the original data
to produce filtered series still including all tbemplete tidal signal, while VAV04 is applying
different odd and even filters to separate thel tibnds at different angular spe€d D
(Q=15°/h), SD Q=30°/h), TD Q=45°/h), QD Q=60°/h) and so on.... Moreover the filter
length is generally limited to 48h and always aggblivithout overlapping. The least square
adjustment is applied on these discrete seriestefeld data. The main advantage of VAV04
for the determination of the small nodal waveshis automatic elimination of noisy data
(Venedikov and Ducarme, 2000) based on a statisticey of the residues of the filtered data
in the four frequency bands: @€15°/h), SD Q=30°/h), TD Q=45°/h) and QD @=60°/h).
The m.s.d.o(Q) is used to define a threshold lewgb(Q) where tg is supposed to be a
Student coefficient. Venedikov used the classiaue tg =3 (the 3 sigma rule). VAV04

provides also a tool to relax the Rayleigh criterfor the separation of the nodal waves by
numerical experimentation. To decide if a fineragagion is justified we can use the Akaike
information criterion (AIC, Sakamoto et al., 198Bar a given data set the optimal separation
corresponds to a minimal value of AIC. After a sysatic experimentation we were able to
separate the nodal waves without degrading the &li@e for series close to 3,500 days or
9.5 years as a minimum (Table 4). It is only h&lfhe length based on the Rayleigh criterion.
The separation of the nodal waves is not validBfad Homburg and Sutherland as the error
on K1 is increased by a factor of two after theasafion of K1 and KI. We present here the
results of 12 GGP stations.

As seen from Table 1, the nodal wave {1 1, 0, 0,-1, 0) has a much smaller amplitude tha
the symmetrical wave K1(1, 1, 0, 0, 1, 0) and is thus determined with acimlower
precision. The associated RMS errors on the anadifactors are of the order of respectively
0.15% and 0.02%, corresponding to the inverse efamplitude ratio. K1 and its nodal
companions correspond to the annual modulatiorhefnbeteorological wave S1. the tidal
factors of K1is thus much more affected by environmental commast It is clearly seen in the
Brussels results, which is not providing a reliatateplitude factor for K1 although it is the
only series longer than 18 years.
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A direct comparison of the tidal amplitude factofsK1', K1 and KT given in Table 4 with
the theoretical values is not possible as we didapply any ocean load correction. As a
matter of fact we do not have ocean tides modeldhfese nodal waves. We can indeed
suppose that, inside the K1 group, the ocean leackction is directly proportional to the
amplitudes of the different waves due to the véoge frequencies. This hypothesis is not in
contradiction with the results of the Oostende t@eige, given the associated RMS errors
(Table 3). We decided thus, as a first approxinmatibthe slope of the resonance, to use the
normalized differences
P = (O -Ok1)/dk1 = Ok1 /K1 - 1
and 4)
P" = (Oka-Ok1 )k =1 - Ok k1.
It has the advantage to suppress the calibratimmseand to reduce drastically the ocean load
contribution from the result if the load vectbr is proportional to the amplitude of the
different waves.
Neglecting other perturbation sources than ocehas tive can write

Ao=R+L (5)
and derive the two components of khd K1
A’o(d th--Ag+ L'cos\, L sim\’) and Ay(dn.Aa + LCOos\, L sinh)

If A’3- =X Aqwe state L= xL, A"= A to get for K1- and K1

A; =+/(F5xA, +xLcosA)? +xLsin? A = Sy xA/1+2LcosA [ T A, + L2 (55 A,)°
A, =(FnA, +Lcost)? +Lsin? A = 5, A1+ 2LcosA/ A, +L2/(J,A,)°

0™ = A IXA, = O\[1+ 2LcosA 1 G, A, + L2 (5, A )*
5= A A =G\1+2L1 5, A, + L7 SEA:

so that we get
5%-: d: /0, consideringd, 03, under the square root

The ocean load contribution is thus largely elindafrom the ratio of the observed
amplitude factors, which is then close to the rafithe body tides amplitude factors.
A similar demonstration is valid for K1

5. Discussion of the results

Table 5 presents the relative variations of thelduge factors inside the K1 triplet using the

p parameter and the corresponding values for diffebedy tides models. We note that the
non hydrostatic models provide lower valuepoéndp® than the hydrostatic ones. It is due
to the shift of the resonance toward longer peridtie® same results are graphically displayed
in Figure 1.

As expected the standard deviation is much largep ¢0.31%) than omp® (0.08%). The

mean value,o_‘ = 026246+ 0088% is not really compatible with any of the modébs the

contrary the mean valuge;+ = 1113%+ 0022% is close to the non hydrostatic models. It
confirms the results presented in Ducarme et @D9Zor the corrected amplitude factgrof
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the wave O1 and the rati@(0O1)B.(K1), using the data of the West European Network
(WEN). The hydrostatic models are offset by a birenthan the associated RMS error.
Looking at Figure 1 there is an obvious correla(ier®.7) between the observed valuespof
andp”. Larger or smaller values @f are preferentially associated with similar valoép”,

the slope of the regression line being close ie3the perturbations are three times larger for
p than forp®. It should be noted that correlated extreme vahresfound also among the
WEN stations for which the tidal loading is weakth®e diurnal band (Ducarme et al., 2009),
while stations with a large loading, such as Mdisosand Wuhan, do not show any
correlation. The perturbations are not due to o¢el®s loading but their origin is more likely
to be found in the environmental noise concentrate®1, as K1 corresponds to the annual
modulation of S1. The noise propagation around &4 already pointed out in Ducarme and
Melchior, 1998.

6. Conclusions

A strict application of the Rayleigh criterion shddimit the separation of the nodal waves to
series of 18 years minimum. The longest seriesipéconducting gravimeters participating
to the GGP consortium are now ranging between t01&nyears. It was possible to extract
successfully the nodal waves for 12 series longan 8,500 days using the advantages of the
VAVO04 tidal analysis program. Most of the nodal wawdo not provide a new insight into
tidal theory with the notable exception of the Kiplet. The slope of the FCN resonance
curve is producing differences in the amplitudedes inside the triplet at the level of 0.1%.
This effect is clearly seen in our results. Weddtice a paramet@’ = [11- dx;*/01), free
from calibration errors and ocean tides loadindumrice, to express the relative difference
between K1 and its nodal companions™ Kt K1'. The KI nodal wave has a too small
amplitude to provide reliable results but the meslative differencep” between K1 and K1
(0.113%=0.022%) is very close to the values 0.124%b 0.116% predicted respectively by
the DDW99NH (Dehant et al., 1999) and the MATO1NMathews, 2001) models. It should
be worth to introduce the nodal wave Kih the determination of the FCN parameters,
besides O1, P1, K1, PSI1 and PHI1.
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Table 1: Principal nodal waves derived from theeptial of degree 2 (W2). Amplitudes are
given at 45° latitude
a) diurnal waves

Wave |1 |s| h| p| N Angular speed | Ampl. be) a° origin
°/hour nm/$ G g°

2Q1- | 1| 3|0 | 2| -1 12.85207978 1.48 1.1554 -0.556 nodal
+.0077 +.383

2Q1 | 1| 30| 2] O 12.85428619 7.87 1.1518 -0.664 Ellipt. Q1
+.0015 +.074

ol- [1|-3|2|0]| -1 12.92493343 1.79 1.1481 -1.320 nodal
+.0065 +.322

ol 1/-3]2|0| O 12.92713984 9.49 1.1480 -0.761 | variation O1
+.0012 +.060

Ql- [ 1]|-2/{0]|1]| 1 13.39645449 11.22 1.1453 -0.182 nodal
+.0010 +.050

Q1 1(-2/0(1| O 13.39866089 59.49 1.1469 -0.212 Ellipt.01
+.0002 +.009

O1- | 1|-10|0]| 1 13.94082919 58.62 1.1490 0.120 nodal

+.0002 +.001

01 1{-110|0| O 13.94303560 310.731.14935 0.1072 L declin.
+.00004 +.0018

LK1- |1|0] 0| -1 1 14.48520390 1.63 1.1518 0.660 nodal
+.0078 +.386

LK1 1|0 0|-1 O 14.48741031 8.78 1.1523 0.212 Ellipt. O1
+.0015 +.074

(NO1-)|12| 0| O] -1] 1 14.49448753 0.69 1.1700 1.256 nodal
+.0148 +.726

NO1l | 1| 0| O] 1| O 14.49669393 2443 1.1526 0.189 Ellipt. K1™
+.0006 +.027

NOl+ | 1| 0| O] 1 1 14.49890034 4,001.1548 0.354 nodal
+.0026 +.128

P1- 11 1] -20| -1 14.95672495 1.63 1.1598 0.821 nodal.

+.0067 +.329

P1 111 -220| 0 14.95893136 144.%5 1.1496 0.228 S declin.
+.0001 .004

K1- 1110 0 1 15.03886223 8.65 1.1435 0.394 nodal
+.0013 +.065

K1 111, 0] 0 O 15.04106864 436.801.13715 0.2813 LS declin.
+.00003 +.0013

Ki+ |11 0 0] 1 15.04327505 59.p8 1.1360 0.310 nodal
+.0002 +.010
J1 1 2| 0] -4 O 15.58544335 24.44 1.1585 0.151 Ellipt. K1™
+.0005 +.022
J1+ 1| 2| 0] -} 1 15.59008516 4.85 1.1544 0.283 nodal.
+.0023 +.112
o0l | 1| 3] 0] O O 16.13910168 13/361.1563 0.088 3L declin.
+.0008 +.041
001+ | 1| 3] 0 O 1 16.14130809 8./561.1558 0.099 nodal
+.0012 +.061
NU1 | 14| 0| -1 O 16.68347639 2.56 1.1556 0.377 Ellipt. 001
+.0042 +.208
NU1l+ | 1| 4| O] -1} 1 16.68568279 1.64 1.1557 0.206 nodal

+.0062 +.309
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b)semi-diurnal waves

Wave |t |s| h| p| N Angular speed | Ampl. be) a° origin
°/hour nm/s o o°

N2- | 2]-1]0] 1] -1 28.43752313 2.69 1.1739 3.061 nodal
+.0029 +.141

N2 | 2]-1]0|1] 1 28.43972953 71.961.1723 3.111 | Ellipt. M2
+.0001 +.005

M2- |20 0| O] -1 28.98189783 14.021.1915 2.436 nodal.
+..0005 +.025

M2 | 20| 0] O] O 28.98410424| 375.80..18731 | 2.4446 L princ.
+.00002 | +.0009

K2 | 22| 0] 0] O 30.08213728 47.511.1939 1.027 LS decl.
+.0002 +.007

K2+ | 2] 2] 0| 0] 1 30.08434369 14.161.1950 1.178 nodal
+.0005 +.024

n2 |2/3/0-10 30.62651199 2.66 1.1954 0.359 | Ellipt. K2m
+.0028 +.136

n2+ (230 0] 1 30.62871839 1.161.1926 -0.193 nodal
+.0065 +.310

Table 2: Principal nodal waves derived from the potentfadegree 3 (W)

The amplitude is given at 45° latitude
Wave | t | s| h| p| N'| Angular speed Ampl. o a° origin
°/hour nm/< o o°

M1- 1100 0 1 14.48984571 0.93 1.0866 1.691 nodal
+£0123| +649

M1 110,05 0| O 14.49205212 6.28 1.0795 0.922 L Princ.
+0019| 010

M1+ 10| 0] 0] 1 14.49425853 0.81 1.0777, 0.761 nodal
+0097| +517

3MK2- | 2|-1/0| 0| -1 28.43288131 1.10 1.0704 0.410 nodal
+.0064| +£.342

3MK2 (2 |-1{0| 0] O 28.43508772 6.47 1.0675 0.093 L decl.
+.0011] +.059

3MO2 | 2| 1| O] O] O 29.53312076 507 1.0658 -0.408 L decl.
+.0012] +.062

3aMO2+| 2| 1] 0] 0] 1 29.53532717 1.12 1.0658 -0.065 nodal
+.0061] +£.329

M3- 3/0] 0] 0] 2 43.47394995 0.29 1.0383 0.307 nodal
+.0137] +.758

M3 30| 0| O] O 43.47615636 523 1.0615 0.461 L Princ.
+.0008 +.042
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Table 3: Some nodal waves observed by the Oostende tide(ja45-2006)

wave| Doodson argument Amplitude Amplitude factor
(cm)

K1- 165.545 0.19+0.06 0.68t0.21
K1 165.555 5.662:0.060 0.409.006
K1+ 165.565 0.64t0.05 0.34+0.03
M2- 255.545 6.03t0.04 16.83:0.10
M2 255.555 181.230.04 18.885-0.004
M3- 355.545 0.045:0.025 10.1+5.9
M3 355.585 0.921.0026 11.69:0.33

Table 4 : K1 and its two nodal waves as observed by the @&Rork,N number of days
A(AIC) : relative diminution of the Akaike Information i@rion aftem iterations

Station N | n | AAIC) K, K1 Ki"
% ) a° o a°® o a°
) o° o a° ) a°
Brussels 6699 5 -0.16/(1.1338) 0.583] 1.13712 0.248| 1.1363 0.333
+.0021 +.108| +.00004 +.002| +.0003 +.016
Cantley 5881 3 -0.16| 1.1480 0.612| 1.14725 0.586| 1.1462 0.648
+.0015 +.074| +.00003 +.002| +.0002] +.011
Membach 5938 3 -0.45 1.1408 0.337| 1.13716 0.280| 1.1358 0.308
+.0011 +.057| +£.00002 +.001| +.0002 +.008
Canberra 4450 0O -0,14f 1.1299 -0.747] 1.12965 -0.831 1.1295 -0.866
+.0018 +.091| +.00004 +.002| +.0003 £.0013
Metsahovi| 4905 3 -0.38| 1.1485 0.199] 1.13998 0.083] 1.1374 0.144
+.0019 +.093| +.00004 +.002| +.0003| £.0014
Strasbourg| 5024 0 -0.29] 1.1387 0.379] 1.13695 0.269| 1.1355 0.276
+.0014 +.070| +.00003 +.001| +.0002 +.010
Wettzell 4500 O -1.31] 1.1442 0.277) 1.13673 0.204| 1.1334 0.230
+.0014 +.072| +.00003 +.002| +.0002 +.011
Medicina 5069 3 -0.94 1.1369 0.859 1.13484 0.355 1.1341 0.405
+.0014 +.070| +.00003 +.001| +£.0002 =.0010
Matsushiro| 4008 3 -0.36 1.1928 0.031] 1.18466 -0.068 1.1836 -0.127
+.0021 +.099| +.00005 +.002| +.0003 +.0015
Moxa 3657 3 -0.51] 1.1400 0.357] 1.13631 0.227] 1.1350 0.224
+.0012 +.058| +.00003 +.001| +£.0002 +.009
Vienna 3425 0 -0.720 1.1358 0.216| 1.13392 0.204| 1.1330 0.246
+.0021 +.106| +.00005 +.003| +.0003 +.0016
Wuhan 3319 0 -0.60 1.1548 -0.634| 1.1535Q0 -0.464| 1.1528 -0.570
+.0032 +.160| +.00006 +.003| +.0005 +.024
theory Wahr-Dehant-Zschau1.13326 1.13189 1.13032
DDW99 H| 1.13330 1.13197 1.13043
DDW99 NH| 1.13530 1.13405 1.13264
Mathews NH 1.13610 1.13494 1.13361
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Table 5: normalised variations of the amplitude factorsuamK1

Station Number of days P = (Ok1-Ok1)/Ok1 P = (Ok1-Ok1 )1
% %

Brussels* 6699 -0.292 0.072
Cantley 5881 0.065 0.092
Membach* 5938 0.320 0.120
Canberra 4450 0.022 0.013
Metsahovi 4905 0.747 0.226
Strasbourg* 5024 0.154 0.128
Wettzell* 4500 0.657 0.293
Medicina* 5069 0.181 0.065
Matsushiro 4008 0.687 0.089
Moxa* 3657 0.325 0.115
Vienna* 3425 0.166 0.081
Wuhan 3319 0.113 0.061
mean 0.262+.088 0.113+.022
Standard deviation 0.306 0.078
Theory Wahr-Dehant-Zschau 0.121 0.139
DDW99 H 0.117 0,136
DDW99 NH 0.110 0,124
Mathews NH 0.102 0.116

* stations belonging to the West European Netw@rkoarme et al., 2009)

11901




c061T1

(6002 ‘[ 18 swueanQ) yipmysadoln3 1S9\ 8yl 01 bulbuojaq suonels :NIM
S|opow yue3 211e1solpAH UON :HN
Pio/(,PR-PR) = oyl ‘TiR/(TR- PiQ) = oy

slojoe) apnidwe ay) Jo suoneueA aAle|ay T ainbi4

(%)-oua

(suoneniasqo) anegur] —
NIM
HN
sjapow
Ueall m
SUCNEMSS500 +

{ % )+ous

sJ0}0e} apnjidwe ay} Jo sUoReLEA aaleal



IAG Commission 3.1 — Earth Rotation and Earth Tides
Business Meeting, IUGG Melbourne, July 1, 2011
Agenda:

1. Welcome, agenda
2. Reports
a. President
b. Working groups
i. Earth Tides in Geodetic Space Techniques (H. Schuh)
ii. Analysis of Environmental Data for the interpretation of Gravity Measurements (C. Kroner)
iii. Precise Tidal Prediction (Y. Tamura)
Report ICET (J.-P. Barriot)
Discussion
Election of a new president

o v kW

Other business
Participants:

Gerhard Jentzsch (Germany), Jacques Hinderer (France), David Crossley (USA), Harald Schuh (Austria), Spiros
Pagiatakis (Canada), Markku Poutanen (Finland) (until 19.00), Bernd Richter (Germany), Jean-Pierre Barriot (France /
Tahiti), Severine Rosat (France), Janos Bogusz (Poland), Yves Rogister (France), Thomas Jahr (Germany), Herbert
Wilmes (Germany), Johannes lhde (Germany) (until 18.50), Peter Schindler (Germany), and about 5 more people.

1. No additions, comments.

2. Reports
— President’s report

—During ETS 2008, Jena, Earth Tide Medal to two scientists awarded: T. Sato (laudation by W.
Zirn), B. Ducarme (laudation by D. Crossley); laudations published in BIM.

—proceedings of ETS2008 in Special Volume of Journal of Geodesy.

—more publications in BIM 144 and next two volumes 145 and 146.

—new location of ICET: University of French Polynesia, Tahiti; J.-P. Barriot as new director.

—discussion on future of GGP as a service of IAG.

—renamed Earth Tide Commission medal to Paul Melchior medal (family agreed).

—next symposium will be organized by the National Research Institute for Astronomy and
Geophysics (NRIAG), Helwan, Cairo (Egypt), Sept. 24-28, 2012; “The response of the Earth on
external and internal forces, including the 17% symposium on Earth Tides”; all
subcommissions of commission 3 and inter-commission groups as well as GGP are invited to
participate.

—no questions asked.
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i. Report of C. Kroner read by president:
— at BKG it is discussed to offer a service of 3D reductions of atmospheric influences on
SG stations
— if sufficient hydrologic observations are available, a reduction of these effects for SG
stations is possible
ii. Report on Earth Tides in Geodetic Space Techniques (H. Schuh):
— deformation of the Earth’s crust due to atmospheric pressure loading: Vienna model
— Love and Shida numbers and FCN period from VLBI measurements
— Tidal variations in earth rotation from VLBI
— WG should be continued, but maybe another chair more interested in it should be
found
iii. Report on Precise Tidal Prediction (Y. Tamura): No report available

3. Reporton ICET (J.-P. Barriot)

Also available as poster on Sunday 3.

New ICET database now available at www.bim-icet.org, www.upf.pf/ICET and maregraph-
renater.upf.pf

GGP one-minute filtered and manually validated data are routinely processed at ICET and uploaded
to ICET and GFZ database; as soon as possible an automated validation shall start. Ideas and Critics
on how to improve this tool requested.

All BIM issues online at www.bim-icet.org, 25 papers in BIM 144-146 published, 23 related to Jena
meeting (server in Paris = broad-band connection.)

4. Discussion

ICET directing board will meet again on Monday 4, at noon at the registration desk.

5. Election/Proposal of a new president

Gerhard Jentzsch will soon retire and finish his term as president; Spiros Pagiatakis is also not far
from retirement and refuses to become new president.

Jacques Hinderer refuses.

Severine Rosat and Janos Bogusz are asked.

G. Jentzsch explains the tasks of president.

H Schuh explains problems of decision: president of Comm. 3 has to decide, but Comm. 3 has no new
president yet as nominated R. Gross is also nominated for GGOS chair.

After discussion Spiros Pagiatakis and Janos Bogusz are nominated as president and vice-president.

6. Other business

All other sub-commissions of commission 3 as well as inter-commission study groups as well as GGP
are invited to participate the next symposium in Cairo.
GGP meeting will be Sat 2.

GGP will finish after eight years; new proposal to IAG to continue as a service under IGFS considered.

P. Schindler / G. Jentzsch
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International Association of Geodesy
Commission 3, sub-commission 3.1 Earth Tides and Geodynamics

Directoring Board of the International Centre for Earth Tides

Minutes of the meeting held in Melbourne on July 4™, 2011
Note: The name of the subcommission was changed to Earth Tides and Geodynamics
Members of the Directing Board:

Gerhard Jentzsch, past President of the subcommission 3.1
Jean-Pierre Barriot, Director of ICET

Trevor Baker Harald Schuh
David Crossley Bernard Ducarme
Olivier Francis Houtze Xu

Ruth Neilan

1. Present at the meeting were: Barriot, Crossley, Jentzsch, and Schuh.
Baker, Ducarme and Xu as well as Francis were not in Melbourne.
Schuh was again appointed as representative of IAG in the ICET directing board.

All members present agreed, that the Ruth Neilan (rep. of FAGS which does not exist
anymore) should be released from her membership, as well as Baker and Hsu because of
retirement and no demonstration of interest.

Spiros Pagiatakis as new president of subcomm. 3.1 will become member of the board after
reconfirmation by the new president of commission 3.

2. Status of meeting

Those present agreed: Under the above mentioned circumstances this meeting of the
Directing Board is a regular meeting.

3. Future of ICET

The future tasks of ICET were discussed as well as the relations to GGP: Barriot explained
that funding of ICET was only possible on a yearly basis. He illustrated that he would
continue the development of an algorithm for automatic correction of GGP data. A technician
was sent to Brussels to study the available software for manual correction. Further, he
claimed that the data flow should be standardised. Here, a standard meta data file should be
developed.

Barriot reported that he will attend a meeting in September 2011 in Kyoto where the role of
ICET as a world data centre would be discussed.

Crossley reported that the groups should correct there 1-minute data of the SG recordings
themselves for tidal analyses. IRIS people are interested in the second data. They have
created a meta file for seismic stations which should be used as a template for such files for
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GGP stations, including calibration history. The long-period data should be corrected either in
Strasbourg or at BKG; a one-year test should be started.

Further, the old data should be made available by ICET; here, Ducarme should be involved.
Long-term data is a product of GGP.

Concerning BIM, Barriot explained the problems due to different electronic formats. It was
agreed that these problems should be solved in the digital way, not by printing the pages and
scanning them afterwards, because then all electronic advantages will be lost (like search
functions). BIM should be made more attractive by short publication times and at least two
volumes per year. Only in this way BIM will regain the old status of a fast information platform
for those involved in Earth Tides, ocean tides and geodynamics — in all aspects of theory and
experiment.

The website of ICET should be removed from ORB with only a link to the new place, and it
should provide links to other related websites.

Schuh pointed out that the terms of reference as well as the size and the names of the
members of the directing board should be considered until the next meeting in Cairo.
In any case, the role and missions of ICET should be also re-examined until the Cairo
meeting.

4, Other business
No other business

5. Next meeting

The next meeting of the Directing Board will take place during the 17th symposium in Cairo,
September 24 to 28, 2012.

July 12, 2011 Gerhard Jentzsch
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