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Workshop
on

Analysis of Data from Superconducting Gravimeters and
Deformation Observations regarding Geodynamic Signals and
Environmental Influences

The workshop which took place in Jena (Germany) end of March 2006 brought
together different scientific groups that are closely related. The meeting was within
the new framework of the IAG, covering IC-P3 (GGP) which is an inter-commission
project of Commission 2 (Gravity Field) and Commission 3 (Earth Rotation and Geo-
dynamics), and WG 3.1.3, a special study group under the Earth Tide Sub-
commission 3.1 dealing with the ‘Analysis of Environmental Data for the Interpreta-
tion of Gravity Measurements’. Additionally a meeting of the new working group on
‘High precision Tidal Prediction’ and a GGP business meeting were held. Altogether
37 scientists from 17 countries participated, 45 papers were presented. Topics of the
workshop were

= precise computation of earth tides and ocean loading for different geodynamic
components;

presentation of new analysis techniques, observatories, and instruments;
effects on air pressure variations on gravity and their reduction;

hydrological signals in gravity;

application of geodynamic observations to hydrology;

combination of gravity observations derived from different instrumentations;
application of gravity and deformation observations to the monitoring of dy-
namic processes and the study of properties of the earth’s body.

Details of the GGP business meeting can be found in the GGP Newsletter #17.
Part of the workshop was also a visit to the Geodynamic Observatory Moxa which is
located 30 km south of Jena.

Papers related to the presentations given during the workshop as well as some of
the abstracts (in place of full papers) are published in this and the next issue of the
‘Bulletin d’Information des Marées Terrestres’. ICET has kindly agreed to let their
journal once again be the forum in which to publish the proceedings of a ‘Jena’ work-

shop.

Finally on behalf of the local organizing committee | would like to thank all partici-
pants for coming to Jena and also many thanks for their commitment which resulted
in a very productive meeting. It was a pleasure to have you all in Jena and we would
be pleased to have you back. A good opportunity for this will be the next Earth Tide
Symposium, which will be held in Jena, September 1-5, 2008.

Corinna Kroner, Gerhard Jentzsch
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Comparison of some tidal prediction programs
and accuracy assessment of tidal gravity predictions
B. Ducarme
Research Associate NFSR, Royal Observatory of Belgium, Av. Circulaire 3,
B-1180Brussels, Belgium

1. Introduction

The strongest precision requirements concerns tidal gravity prediction. It is a reason why we
shall investigate this tidal component. The comparison work is not exhaustive as we did not
include the VAV (Venedikov and Vieira, 2004) or the BAYTAP-G (Tamura et al., 1991)
approaches.

Two main approaches will be compared here:

- PREDICT (Wenzel, 1996) and T-soft (Van Camp and Vauterin, 2005);

- MT80w and MT80Tw (ICET, http://www.astro.oma.be/ICET/).

We shall follow the different steps required to obtain an accurate gravity tides prediction from
the simple case of the astronomical tides to the tides on the real Earth

The accuracy of the tidal prediction will depend on the number of terms used in the Tidal
Potential development. We shall see that other refinements are also required.

The tidal potential development have been computed with an increasing complexity: Doodson
(1921) 378 terms, Cartwright-Edden (CTES505, 1973) 505 terms, Buellesfeld (1985) 656
terms, Tamura (TAM1200, 1987) 1,200 terms, Xi-Qin-Wen (1989) 2,933 terms, Roosbeek
(1996) 6,499 terms and Hartmann-Wenzel (HW95, 1995) 12,935 terms. Recently Kudryatsev
(2004) proposed a tidal potential development KSMO03 with 28,806 terms.

PREDICT is the most versatile application and can use all the existing tidal potentials
from Doodson up to Hartmann-Wenzel HW95. T-soft uses the same programming as
PREDICT but is restricted to the TAM1200 tidal potential.

The MT80w is restricted to the CTE505 potential and MT80Tw can use TAM1200 and
CTESO05.

We shall compare the results of the different software for the station Hannover (A=9°.7144E,
¢= 52°.3868N, h—llOm) during the year 1990. The peak to peak amplitude of the gravity
tides reaches 2,200nms->. We shall call it the “tidal range” (TR)

To compare different tidal predictions we generally fit a linear regression between the results
to obtain a scale factor and a RMS error. We can also give the range of the differences.

2. The astronomical tides

The first step is the precise evaluation of the direct influence of the Moon, the Sun and the
planets, generally called the “astronomical tides”. It is based on the developments of the tidal
potential (Melchior, 1978). To derive a tidal prediction we have to consider a scale factor
often referred as “Doodson” constant, a geometrical part depending on the position at the
surface of the Earth (geodetic coefficients), which is different for each tidal component, and
the harmonic part, which is a sum of sinusoidal terms. The development of the tidal potential
provides for each term a normalised amplitude and an argument which is a linear combination
of the astronomical arguments of the celestial bodies.

Only 6 arguments are required for the Luni-solar tides. The fundamental variables chosen by
Doodson are

7 =14.49205 (period of 24h50m) for the mean lunar time ©

The orbital motion of the Moon requires 3 supplementary variables i.e.
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§ = 0.544902 (period of 27.321 days) s defines the position of the Moon on its orbit. It
corresponds to the variation of the declination of the Moon (tropic month)
p =0.00464 (period of 8.847 years) associated to the revolution of the mean lunar perigee.

N = (period of 18.613 years) corresponding to the retrograde revolution of the lunar node.

As the mean solar and lunar times (t et 1) are linked to the sidereal time t' by the relation

f=i+h=7+3
The solar terms will be expressed through the relation F=t+5-h

The apparent motion of the Sun is expressed by

h = (period of 365.25 days) tropic year
b, =1(20,940 years) period of rotation of the perihelion of the terrestrial orbit.

The Doodson variables are expressed as polynomial functions of the elapsed time, expressed in
fraction of Julian century, since an initial epoch which is now J2000.0 corresponding to “Julian”
date 2451545.0. The moment of the tidal prediction is thus converted in fraction of julian
century since J2000.0. The amplitude of the main tidal terms is also changing slowly with time
and since Tamura the main tidal constituents are given with a linear trend.

Some care should be taken when computing the Doodson arguments.

7 is not directly accessible but is computed by the relation

t=15%t+om—s+A

where t is the hour in UT and o, is the right ascension of an fictitious object defining UT, and A
the longitude. The tidal prediction is thus expressed in UT at the point of longitude A.

o Teplaces h because we want to use the “true” position of Moon and Sun and not the
“apparent” one when we compute the hour angle o.-om of a celestial body of right ascension a.
We consider thus that the gravitational attraction is acting instantaneously. The difference
corresponds to the aberration term of 20.5 i.e. a phase shift of 0°.01 for the semi-diurnal waves
or, at mid latitude, a global error that can reach 0.25nms™? or 10 of the tidal amplitude.

One should use the dynamical time tp, which is a linear time scale, in all arguments except oim
where the universal time t, is used.

The universal time t, is not a linear time scale and in practice one uses the UTC which is a
linear time scale periodically readjusted on t,.

The difference between tg and UTC is given by an initial offset plus the sum of all the “leap”
seconds applied to UTC since its instauration.

In the equation of T we have still to correct t for the residual difference between t, and UTC as
the leap second jumps are already taken into account in o, This correction is always smaller
than one second and will also affect the tidal prediction at the 107 level.

Concerning the planetary influences, Tamura was the first to introduce tidal terms coming from
Jupiter and Venus.

Roosbeek and Hartmann-Wenzel introduced additional arguments for Mars, Mercury and
Saturn to arrive to a total of 11 astronomic elements.

2.1 The planetary terms in Tamura and Wenzel
A direct comparison of the Tamura's formula with Wenzel ones for the planetary terms is not
easy as the two authors are not using the same arguments to define the Jupiter and Venus

positions.
Tamura argument f; is referring to Jupiter's opposition and f to Venus superior conjunction.
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Wenzel argument ki is the mean longitude of Jupiter and kg the mean longitude of Venus.
It is easy to convert from one system to the other as
fs = 180° - (h - kg)
and
f7 =h- km
where h is the mean longitude of the sun.
For Jupiter there is no difficulty but there is a contradiction for Venus
From the first order expression in PREDICT with origin in JD 2451545.0
h=280°.47 + 360007.70*DTM
kg =181°.98 + 585192.13*DTM
we get
fy =81°.51 +225184.4*DTM
In Tamura, 1987 we have
fy =81°.5 +22518.44*TD
with DTM=TD/10
We see that at the first order in TD the definition is identical. It should be noted that an initial
phase of 180° is equivalent to a change of sign of the term. It will matter only for terms where
the argument kg is multiplied by an odd number. Among the few terms generated from Venus
only term 984 has an odd argument (-1) for ks. Its sign should be changed with respect to
original Tamura work, when the program PREDICT is used (Ducarme and Xi, 2006).

2.2 Intercomparison of the softwares with a same tidal development

Comparison of PREDICT and MT80Tw with TAM1200:
extrema —0.01/4+0.02nms™ (< 10° TR)
scale factor 0.9999869
RMS error 0.0028nms™
Comparison PREDICT and MT80Tw with CTE505
extrema —0.15/+0.2nms™ (< 10* TR)
scale factor 0.9998970
RMS error 0.0487nms™
Comparison PREDICT and MT80w with CTE505
extrema —0.2/+0.4nms™ (< 2107 TR)
scale factor 1.0000030 ‘
RMS error 0.1610 nms™

2.3 Intercomparison of the tidal developments for a same software

Comparison of HW95 and TAM1200 with PREDICT:
Extrema —0.4/+0.4nms ™ (< 210™ TR)
scale factor 1.0000044
RMS error 0.0799nms™

Comparison of TAM1200 and CTE505 with MT80Tw
Extrema —1.5/+1.5nms? (<7.10™ TR)
scale factor 0.9996702
RMS error 0.3347 nms™
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2.4 Conclusions

The programming with TAM1200 is perfectly equivalent in PREDICT and MT80Tw. Even the
old versionMT80w referred to J1900.0 is still valid to much better than 10°TR.

If we consider that TW95 is the most precise tidal development we see clearly the reduction of
the precision with TAM1200 at the level of 2.10*TR (O.Snm/sz) and CTES505 at the level of
7.10% TR (1.5nm/s?).

The choice of the software and tidal development will thus depend of the required precision of
the tidal gravity prediction around 10mms? for field work and better than 1nms™ for absolute
gravity measurements, for which special attention has to be paid to the LP part of the spectrum
which can easily produce systematic errors. On the contrary for field differential measurements
LP tides will cancel.

3. Elastic response of the Earth (the Earth tides)

Astronomical tides are only valid for a rigid Earth. For an elastic Earth it is necessary to take into
account the deformation of the Earth and the additional change of potential induced by this
deformation. For tidal gravity predictions this amplitude factor is called 8. The rigid Earth
corresponds to & = 1. The computations are made under the assumption that all the waves inside
a tidal “group” have one and the same & factor. Tidal groups are formed by the waves in the
vicinity of the main tidal constituents. The number and the limits of the groups are quite
arbitrary for tidal prediction but for tidal analysis the Rayleigh criterion of commensurability of
the periods on the time interval covered by the data set put constrains on the number of groups
that one can consider.
The fundamental tidal potential W, is an harmonic function of degree 2. Doodson introduced
already terms deriving from W3 and since Tamura the potential Wy is included. Each potential of
degree n produces terms of order k with 0 < k < n. The order fixes the frequency of the
corresponding harmonic terms i.e. the tidal “families”: 0 (LP), 1 (D), 2 (SD), 3 (TD), 4
(QT),....As a consequence in the LP tides one can find terms coming from W, , W5C, Wl ...
and in the ter-diurnal band terms from W33 , W43 e
As the Earth response will be different for each degree and order, it will be necessary to carefully
separate the different degrees in each tidal family.
Finally attention should be paid to the fact that in the diurnal band the elastic response is not
constant but that there exists a resonance, due to the liquid core (NDFW), close to the sidereal
frequency, corresponding to wave K. For gravity the response is diminished of 2% for K; and
increased by 10% on ;. This fact is indeed included in the models.
Finally there is a permanent tide called MoSo which requires a specific treatment. Tidal gravity
corrections should apply the so called “zero tide” convention defined by IAG. It means that we
can only correct the corresponding astronomical tide by applying a tidal factor equal to 1. This is
automatically the case for the MT80 programs but for PREDICT and T-soft it is necessary to
define a special tidal group MoSo with 6 =1
We shall investigate three questions:

- discrepancies between the different elastic models;

- influence of the LP, D and SD terms associated with W3 and Wy;

- liquid core resonance

3.1 Comparison of the Earth response models

PREDICT is using latitude dependent tidal parameters for an elliptical, rotating, inelastic and
oceanless Earth computed from the Wahr-Dehant-Zschau model (Dehant, 1987).
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MTS80Tw can be used with the model DPREMZ, Wahr-Dehant-Zschau, Dehant, 1987) and the
DDW, Dehant-Defraigne-Wahr (Dehant et al., 1999) models, either hydrostatic (HYDR) or non-

hydrostatic and inelastic(NHYDR).
The comparisons are made with the TAM 1200 potential.

Comparison of NHYDR and HYDR:

Extrema —2./+1.nms” (< 10° TR)

scale factor 1.0015464

RMS error 0.1718
Comparison of NHYDR and DPREMZ

Extrema —2./+1.nms™ (< 10” TR)

scale factor 1.0014897

RMS error 0.202
Comparison of DPREMZ and HYDR

Extrema —0.3./+0.4nms™ (< 210 TR)

scale factor 1.0000565

RMS error 0.1156
The fit shows that the model NONHYDR differs significantly from the two others at the level of
0.15%. After the fit the discrepancies are reduced to —0.5/+0.5nms”. HYDR and DPREMZ are
very close except for the LP tides , with § = 1.157 for HYDR and & = 1.154 for DPREMZ.

3.2 Treatment of Ws* (0 < k < 2) and W,’ (0 < j < 3) terms

These terms are very weak and, except for W2, are mixed up inside the main LP, D and SD
groups. However their amplitude factors differ systematically from these of the W potential:
8, = 1.155 (LP), 1.15 (D) outside the resonance or 1.16 (SD) while 8; =1.07 84 =1.04.

The W,> terms will appear kept inside the ter-diurnal family.

To take into account this systematic difference it is conventionally accepted to multiply these
terms by the ratio 83/8, or 84/, between the tidal factor corresponding to their harmonic
degree and the tidal factor corresponding to the main wave of their group. For what concerns
the elastic response of the Earth this procedure is indeed perfectly correct.

Neglecting this correction will introduce systematic effects at the level of +1.nms” (0.5 10
TR) and 2 RMS error of 0.61nms™.

Due to oceanic loading the problem of the LP, D and SD terms deriving from W3 and Wy,
becomes also more complicated. The oceanic loading effects are much lower on these
constituents than on the tides excited by W,. The analysis of the terms generated by Ws' and
W2 performed on the long records of superconducting gravimeters provided amplitude
factors close to 1.07 and very small phase differences. Using as reference the modeled tidal
factors &y, it is thus more correct to multiply the terms coming from \7\73,4l and W3,42 by
83 4/8m. If observed tidal factors are available it is necessary to check how they were obtained.
Most of the tidal analysis programs include a correction of the terms generated by Ws' and
W2, Their amplitude in the tidal potential is multiplied by the ratio 83/8; or 84/8,. It is thus
better to use the same normalization in the tidal prediction. A more correct procedure, used in
the program VAV, is to treat these terms as a separate group mixed up inside the wave groups
generated by Wzl or sz. Then the observed tidal factors 84 are free from any influence of
the W4 terms and it is better to apply in the tidal prediction the ratio 834/00ps to the terms
coming from W34 and W4l
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For example a difference of 20% on the tidal amplitude factor of the SD waves used as
reference; to normalize the Ws,'? will produce a peak to peak difference of 2.10"*TR
(0.4nms™).

3.2 Influence of the NDFW in the diurnal band

The liquid core resonance is taken into account in the different models of the Earth response
to the tidal forces, but with slightly different resonance parameters. It is concentrated on m,
P;, K, on one side of the resonance and y; and @; on the other one. K, amplitude factor is
reduced of 2% and v is amplified of 10%.
As a first comparison one can enter the same model 6 =1 on all the waves
Comparison of PREDICT and MT80Tw:

Extrema —0.1/+0.1nms™ (< 0.5 10™ TR)

scale factor 0.9999269

RMS error 0.0518
The differences are concentrated around v, and are due to the fact that a different ratio &tp/ &p 1S
used in PREDICT and MT80Tw.
However generally for a tidal prediction we have only parameters for the main tidal groups i.e
Qi, Oy, Py, Ky, No, My, S, Ky. In this case y, and ¢, are mixed up with K; and will receive the
same tidal parameters as the main wave of this group. However due to the resonance the
effective amplitude factor of ; is higher by more than 10% and 3% for ¢;. It is thus useful to
introduce the resonance by multiplying the amplitude inside by the theoretical resonance factors
81/8x1 Or 8g1/8x1. This correction is effectively implemented in PREDICT, T-soft and MT80Tw.
Neglecting this correction will produce residues at the level of +0.6nms? (3.10*TD) and 2 RMS
error of 0.322nms™.
The intercomparison of the results when the K; group is not split but the theoretical resonance is
introduced is given below.
Comparison of PREDICT and T-soft

Extrema —0.05/+0.05nms> (< 0.2 10™* TR)

scale factor 0.9999899

RMS error 0.0220
Comparison of PREDICT and MT80Tw

Extrema —0.2./+0.2nms™ (< 10* TR)

scale factor 0.9999268

RMS error 0.0518
It is clear that PREDICT and T-soft are based on the same models and formula. However
most of the remaining discrepancy is concentrated in the TD and QD bands, where on the
contrary there is no power left in MT80Tw. MT80Tw and PREDICT agree within 10™TD.
Most of the discrepancy arises in the vicinity of y; where the reference models for the
resonance have a significant difference.

3.3 Magnitude of the different effects

Error RMS
(nms'z)
1. Choice of the elastic model 10°TR 0.1t00.2
2. Influence of W3 and W4 on LP, D and SD 5.10*TR 0.610
3. Without considering resonance on 3.10*TR 0.322
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residual effect on the difference between PREDICT and MT80Tw after correction of the
effects 2 and 3, due to the discrepancy between the reference models used for the correction.

Effects 2 & 3 1.010*TR  0.085
Effect 2 only 0.510"TR  0.052

The conclusion is that the programs PREDICT and MT80Tw agree at the level of 10™*TR for
the computation of the gravity tides on an elastic Earth.

4. Tidal gravity prediction on the real Earth

The main problem for tidal gravity prediction is that the Barth tides are strongly

perturbed by the influence of the oceanic tides which modify the tidal parameters distribution
at the surface of the Barth. The oceanic tides produce a direct attraction due to the moving
water masses, a flexure of the crust and an additional change of the potential due to the mass
redistribution.
The ocean tides models of the main tidal constituents are given over a grid and each cell is
characterized by its amplitude and phase. The tidal loading is evaluated according to a
convolution of the ocean tide model with the Green’s functions derived by Farrell (Farrell,
1972). The result called the load vector L(L,A) , where A characterize the phase difference
between the oceanic effect an the Earth tides vector for each wave (Figure 1). It is also
possible to compute the equivalent tidal parameters &m, Om that will be introduced in the tidal
prediction program: A m(8m.Aeo, 0tm) = R(R,0) + L(L,A), with the notations of Fig. 1.

The effect can reach up to 10% of the Earth body tides, but is generally at the level of
a few percent. The uncertainties and contradictions between different ocean tides models are
such that the dispersion of the corresponding modeled tidal parameters m, otm is generally at
the level of a few tenths of a per cent. In coastal areas it can easily exceed 1%. To
demonstrate it we computed modeled tidal factors using 9 different ocean tides models
(SCW80, ORI96, CSR3, CSR4, FES95, FES02, NAO99, GOT00 and TPX06). The standard
deviation on the amplitude factors o5 and the phase differences o4 is given in the table 1 for
three regions: Siberia between 83° and 143° east longitude, Atlantic coast of France, Southern
and Eastern Europe.
From Table 1 it is clearly seen that the standard deviation of one model is lower than 0.15%
on the diurnal waves.
In the semi-diurnal band the standard deviation is lower than 0.2% inside Siberia and slightly
larger close to the Pacific coast. The standard deviation is the same on the in phase and out of
phase components and thus in amplitude and phase. In West Europe stations located at 100km
from the Atlantic coast of France have standard deviations close to 1% for the out of phase
component and thus on the phase. For Mordelles, located in Britanny, the errors are even
larger than 1% on both components. For Etna which is far from the Atlantic Ocean the
standard deviation is lower than 0.15%. It is clear that the use of the mean of the 9 models
will be affected by a RMS error three times lower. It should be necessary to study
systematically all the continents in order to identify areas where the contradiction between
models are larger. In these regions some models are probably more suitable. For example
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along the Atlantic coast of France, Timofeev et al. (2006) recommend the use of CSR3, CSR4
or FES02 on the basis of tidal gravity observations.

Table 1: standard deviation of the tidal factors modelled by 9 different ocean tides models

STATION Oy Ky M,

G Gg O GQ‘L Cs | EL
Novosibirsk 0.00112 | 0.049° | 0.00096 | 0.045° | 0.00180 | 0.094°
Talaya 0.00100 | 0.068° | 0.00083 | 0.036° | 0.00151 0.076°
Khabarovsk 0.00139 | 0.095° | 0.00078 | 0.039° | 0.00157 | 0.101°

Y.Sakhalinsk 0.00121 | 0.095° | 0.00057 | 0.058°|0.00230 | 0.120°

Menesplet (F) | 0.00115 | 0.068° 0.00186 | 0.404°
Chize (F) 0.00116 | 0.067° 10.00212| 0357°
Mordelles (F) | 0.00141 | 0.077° | 0.01194 | 0.776°
Etna 0.00128 | 0.065° | 0.00117 | 0.073° ] 0.00136 | 0.068°
Pecny (O maps) | 0.00099 | 0.047° [ 0.00099 | 0.055° ] 0.00168 | 0.042°

(8 maps) 0.00084 | 0.022°

We can expect that, except in very unfavorable conditions, the standard deviation of the
modeled tidal factors is at the level of 0.2%. The use of the mean of several models will
increase the precision up to 0.1%.

If we take into account the disagreement between the different models of the elastic response
of the Earth at the 0.1% level, we obtain an error budget close to 0.15% of the TR.

A better solution is indeed to perform tidal gravity observations to determine the
quantities dobs, Olobs. HOWevVer the calibration of the best instruments are also questionable at
the level of 0.1% and very often calibration errors still exists at the level of 0.2%, even in the
GGP network (Ducarme et al., 2002). Moreover to be able to separate the main tidal
components a minimum of six months to one year of observations is required.

To summarize, without special care, it is very difficult to ensure an accuracy better the 0.2%
of the TR.

5. Conclusions

It is rather easy to insure an accuracy of 1nm/s’ for the prediction of the astronomical tides
and all the tested software can achieve it. :

For an elastic Earth, it is essential to introduce the effect of the liquid core resonance (0.03%)
on one hand and the difference of elastic response for the terms deriving from the potentials
of degree 3 and 4 (0.05%) on the other hand. These errors can be corrected with a precision
better than 0.01%. However there are still discrepancies at the level of 0.1% between Earth
models, according to the underlying hypotheses, such as hydrostatic or non-hydrostatic,
elastic or anelastic.

On the real Earth the main perturbation is the ocean tides loading and attraction effect. Using
the most recent ocean tides models and avoiding coastal areas, one can expect a precision of
0.1% of the tidal loading computations. Keeping in mind the two main error sources (Earth
response and ocean loading) we reach an error budget of 0.15% of the TR, as a minimum. It is
a reason why accurate tidal gravity observations can still be useful. However a determination
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of the tidal parameters is difficult to achieve with accuracy better than 0.2% and the 0.1%
level is exceptional (Francis, 1997; Palinkas, 2006).

For the while an accuracy of 0.2% of TR seems to be accessible either by direct observation
of the tidal parameters or by modeling of the ocean tides loading and attraction effects.

A sine

Oceonic e
component ~*" =L

Basis model

Ky

R . A cosa|

Fig. 1: Relationship between the observed tidal amplitude vector A(4,a), the Earth model R(Apeodtheo0), the
computed ocean tides load vector L(L,)), the tidal residue B(B,B) and the corrected residue X(X,y):

B(B,B) = A(AieoOops> ) — R(R,0)
X(X,x) =B(B,B) - LL,A)

Atheo is the astronomical tidal amplitude, 8qs is the observed tidal amplitude factor, O, is the observed phase

difference.
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A Problem with the Venus terms in the ETERNA software

Bernard Ducarme* , Qinwen Xi**
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A large peak is found in the spectrum of the differences (Fig. 1) between the tidal prediction
program MT80TW (ICET, http://www.astro.oma.be/ICET/), based on the original Tamura's
formula (BIM99, 6813-6855, 1987), and PREDICT (H.G.Wenzel, 1996). It is located inside
the T, group. It is well known that some constituents, derived from Jupiter and Venus (Fig. 2),
are located in this group (waves 978, 979, 983 and 984).

A direct comparison of the Tamura's formula with Wenzel (1994) ones is not easy as the two
authors are not using the same arguments to define the Jupiter and Venus positions.

Tamura argument f; is referring to Jupiter's opposition and fs to Venus superior conjunction.
Wenzel argument kj is the mean longitude of Jupiter and kg the mean longitude of Venus.

It is easy to convert from one system to the other as

fg = 180° - (h - kg)

And

f7 =h- klo

where h is the mean longitude of the sun.

From the first order expression in PREDICT with origin in JD 2451545.0
h =280°.47 + 360007.70*DTM
kg =181°.98 + 585192.13*DTM
we get
fz =81°.51 4+ 225184.4*DTM

In Tamura, 1987 we have
fg = 81°.5 + 22518.44*TD
with DTM=TD/10
We see that at the first order in TD the definition is identical. It should be noted that an initial
phase of 180° is equivalent to a change of sign of the term. It will matter only for terms where
the argument f; is multiplied by an odd number. Among the few terms generated from Venus
in Tamura development only the term 984, located in the group T,, has an odd argument (-1)
for f3. Its sign should thus be changed with respect to original Tamura work when the Wenzel
formulation is used. It is not what has been done by Wenzel.
One will find in Table 1 a comparison of the Venus terms 979 and 984 (T, group) with
angular speed 29°.94862323 and 29°.97431161 in the original Tamura (1987), TamuraHW
(Wenzel normalisation) and Hartmann-Wenzel (HW95) tidal developments:
In HW95 potential (variant c) the sign of the terms corresponding to 984 is effectively
reversed to introduce the 180° initial phase in the definition of the argument, but it is not so in
the transposition of the Tamura development (TamuraHW). PREDICT is always using the
Wenzel convention for TamuraHW as well as for HW95. The result is thus not correct using
TamuraHW and a fictitious wave with a peak to peak amplitude close to 0.015nms™ is created
(Fig 1.). The associated RMS errors is 0.0057nms .
When the sign of term 984 is changed in TamuraHW the difference between PREDICT and
MT80tw is comprised between -0.01nms and +0.02nms? with a RMS error of 0.0028nms™>.
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Table 1
Comparison of the Venus terms in T2 group according to different authors
a) Tamura amplitudes expressed in Doodson's convention
b) Tamura amplitude expressed in fully normalised harmonics

following Wenzel in TamuraHW.
c) HW95
VE: direct Venus potential, SU: indirect effect (perturbation term)
ts h fg kg
For term 979
a) 979 22-20000-2 29.94862323 -.000021 .00000 SuU
b) 979 2 2 -2 29.94862323 -285595. 0. SuU
c)9916 2 2 0 -2 29.94862322 -283878 -1879. SU
9917.2 2 0 -2 29.94862322 12598. -2537. VE
For term 984
a) 984 22-2 000 0-1 29.97431161 .000013 .000000 su
b) 984 2 2-1 -1 29.97431161 176797. 0. SuU
c) 9992 2 2 -1 -1 29.97431161 -181048. 334. SU
9993 2 2 -1 -1 29.97431161 -20551. 3020. VE

For the tidal analysis this error can affect the determination of the T, wave (term 982), a
rather weak constituent next to the incriminated term 984. This can only be tested on a very
good data set such as the superconducting gravimeter C034L at Moxa for which the standard
deviation on the unit weight is 0.5 76nms™.

The analysis has been performed on 1302 days between 2000/01/01 and 2003/08/31 with
program ANALYZE, PERTZEV filter and Tamura or HW95 developments. The first column
is the result before the correction, the second one the result after the correction and the third
one HW95 with 3,268waves (treshold 1.10°).

The tidal analysis results are slightly modified in the vicinity of T, as shown below in Table 2.
The differences are concentrated on T,. L, which has the same theoretical amplitude is
practically not modified. The results become closer to the results of HW95. The difference is
well below the associated errors even on T. It is thus not necessary to reprocess all previous
analyses.
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Table 2
Tidal analysis results around the group T2 where the term 984 is located

TamuraHW TamuraHW HWO95
previous corrected
RMS error on unit weight
(nms™) 0.576 0.575 0.572
Ag(mms?) 8 o & o 5 o

LAMBDA2 2.2284 1.18179 1°.2593 1.18174  1°.2593 1.18208  1°.3334
1.00466 +.2261 £.00468 +.2267 +.00473 +.2294

L2 8.5416 1.17387 1°.6332 1.17387  1°.6325 1.17331 1°.5706
+.00136 +.0666 +.00137 +.0668 =*.00138 +.0676

T2 8.2191 1.18840 0°.3550 1.18817  0°.3595 1.°18778 0°.3613
+.00128 +.0618 +.00128 +.0619 +.00130  +.0627

S2 140.5965 1.18354 0°.3860 1.18355  0°.3862 1.18352  0°.3914
+.00008 +.0037 +.00008 +.0037 £.00008 +.0038

0.0057

0.0047

0.0037

0.0021

0.0017

0.00

18 T 20 24 26

2.2
Frequency (cpd)

Fig. 1: Difference between MT80tw and PREDICT before and after correction of wave 984 sign in
TAMURAHW .DAT.
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Fig 2: Spectrum of the Venus terms in Tamura development
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Estimation of the precision by the tidal analysis programs ETERNA and VAV
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Abstract

A comparison between the algorithms, used by the programs ETERNA and VAV for
estimation of the precision is made. It is shown that the algorithm of ETERNA does not use
the principles of the least squares method, because it does not use sum of squares of residuals.
VAV uses sum of squares of residuals of filtered numbers in a time/frequency domain.
However, the variant of the algorithm used till now does not take into account the deviation of
the noise from the normal distribution. In a new version of VAV a test of normality is
included and a further development of the analysis method by applying weight of the filtered
numbers.

1. Introduction.

The initial intention of this paper was to present results of comparative analyses of
Superconducting Gravimeters (SG) data by the programs ETERNA (Wenzel, 1994) and VAV
(Venedikov et al., 2001, 2003, 2004, 2005, Ducarme et al., 2004, 2005, 2006a,b). The aim
was, by using the estimates of the precision, to make conclusions about the advantages of one
or another of the programs.

In this connection we have carefully studied, actually for the first time, the algorithm
used by ETERNA for the computation of the root mean square errors (RMS). It was
surprising to establish that the RMS of ETERNA are not Least Squares (LS) estimates, i.e.
they are not root mean square €rrors.

In these circumstances the comparison between the RMS of ETERNA and VAV has
lost its sense. Thus the paper had been reoriented to compare the algorithms of the programs
used for the estimation of the precision.

In this connection we would like to recall a fundamental principle of the LS estimation
of the precision.

The precision is estimated through the root mean square errors (RMS) of the data and
the estimated unknowns. In all cases the RMS are to be determined through the sum of
squares of residuals (SSQR) of the data. The theoretical reason is that SSQR is expected to
have the Pearson x> distribution. Then an expression like x=1.182+0.002, where 0.002 is
the RMS of x has the meaning of a confidence interval with confidence probability 62%. On
the basis of the expression x =1.182+0.002 we can conclude that the true value of x, actually
its mathematical expectation E((x), will be

E(x) € to the confidence interval (1.182-2x0.002, 1.182+1x 0.002) €))

where ¢ is the coefficient of Student, depending on a chosen confidence probability. E.g. for
probability 95% and a great number of data 7 = 1.96.

If the RMS 0.002 is not computed according to the LS rules through the SSQR, the
expression x =1.182£0.002 has not any concrete statistical meaning.

SSQR can be directly used in this way provided the data are charged by a white noise
(WN). This is not the case of the tidal data. Both ETERNA and VAV solve the problem by
using frequency dependent RMS of the data, but this is made in completely different ways.
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2. Estimation of the precision by ETERNA.

We shall follow how ETERNA determines the RMS 6 (3,) of the amplitude factor
o, of a tidal group g in one of the main tidal families at /= 1, 2, 3 or 4 (cycles/day) cpd. For
revealing the algorithm used we had to decipher it in the FORTRAN code of the program.

Figure 1. SG data Brussels, ETERNA spectrum of the residuals, obtained with application of
the Pertsev filter. The average noise levels L(f) at the frequencies /=1, 2, 3 & 4 cpd

(cycles/day) are determined as arithmetic means of the amplitudes in the intervals, given in
Table 1 and indicated in Figure 1 by A1, A2, A3 & A4 respectively.

Table 1. Frequency ranges for the determination of the average noise levels L(f).

. . Angular speed (deg/hr)
Name | Tidal family (cpd) From To
L(1) £f=1 12.0 17.9
L(2) £f=2 26.0 31.9
L(3) £f =3 42.0 47.9
L(4) £ =4 57.0 62.9

The colored character of the noise is taken into account through the spectrum of the
residuals of the hourly filtered numbers. It uses the so called “average noise levels” L(f) at
frequency f, which are arithmetic means of the amplitudes, as shown by Figure 1 and Table 1.

Tt also uses the RMS for unit weight o, called in the output “Standard deviation™ and

computed according to LS under the condition of WN. Then ETERNA determines the so
called “Average noise level” at “white noise” L(wn) through

L(wn) = 6,1/ n , where n is the number of the hourly data. 2)

It does not correspond to the description of the program ANALYZE in “Manual
ETERNAZ3.3.hip”, where it is stated that L(wn) is “the estimated Fourier amplitude of the
white noise in the frequency band 0-6¢cpd’”. It seems that L(wn) is intuitively computed as the
square root of the energy in the basic frequency interval m/n, as oo’ is the total spectral energy.

Further ETERNA determines the RMS 6,,,(8,) of &, again for the case of WN, as

GWN(Sg)=Cg.GO 3)

where C; is a coefficient, obtained through the matrix of the LS normal equations.
Finally, ETERNA determines the colored RMS of 8¢ as
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With a good enough approximation C, ~ 1/(hg\/n / 2) , where A, is the min theoretical
amplitude in the group g. By using this we get

651 (8,) ~ L)/ (N2 ®)

In a similar way we get, for the RMS of the phase lag o, of ETERNA

O (0,) ~ L f)/(hgm.sg) in radians (6)

It is strange, that ,, which is obtained through the SSQR, finally disappears in

these expressions. Also strange is the presence of the J7 in the definition of L(wn), without
any theoretical explanation. The expressions look as intuitive ones, which had been adapted
empirically, e.g. by including the term Jm =1.7724, until ETERNA gets some reasonably
looking values.

Further remarks to this way of estimation of the precision are the following.

(i) The RMS o, are not LS estimates because they use arithmetic means L(f) of

amplitudes instead of SSQR, i.e. the RMS are actually not root mean square errors.

(ii) The levels L(f) depend on how the intervals A are chosen. If we do not obey to
the dogmatic definition by ETERNA of the intervals (Table 1), this can be done in many
different ways. E.g., if A in Figure 1 are replaced by B, we may get different values of L(f).

(iii) As shown by the example in Section 3 hereafter, in particular cases of the noise
ETERNA can provide completely disorientating estimates of the precision.

(iv) The spectrum is computed with a fixed frequency step of 0.05 deg/hr, which is too
coarse for long series of data. E.g. for Brussels the frequency step should be 0.0022 deg/hr,
i.e. the spectrum looses 90% of the information in the residuals. Possibly, the large step 0.05
deg/hr has been chosen in order to save computer time, which was important earlier, when
ETERNA has been developed.

(v) The spectrum is computed till frequencies at 4 cpd, may be again in order to save
computer time. Thus it does not allow to obtain L(f) values at higher frequencies, e.g. for the
shallow water tides. ETERNA is not prepared for analysis of the ocean tides.

(vi) The precision of the multi-channel analysis is estimated under WN assumption
only. Unlike in VAV, these coefficients are not frequency dependent.

3. Estimation of the precision by the VAV program

The main algorithm of VAV, is based on the partition of the data into N intervals I(T)
of equal length AT and central epochs T =T;,7,,...T, . As shown by Figure 2, the intervals are
generally without overlapping. If there is a gap, it should remain between the corresponding
neighboring /(7). In the case of a gap VAV allows an overlapping of the I(T) in order to avoid
loosing data. When a moving filtration is used, as in the method of Chojnicki/ETERNA, every
gap brings a loss of data of one length of the filter used.
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Figure 2. Scheme of the organizing of the intervals I(T') used by VAV.
Figure 3 shows details of an /(7).
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Figure 3. Example of an interval J(T) with AT =24 h.

The drift is represented independently in all J(T) by polynomials of power Ky, i.e. by
polynomials having arbitrarily different coefficients in the different I(7).
Our recent experiments have shown that the case of K, =0 is a very efficient one,

especially for AT = 24" provided the analysis includes the determination of the LP tides in
parallel with the shorter D, SD, ... tides (Ducarme et al., 2004). The variant K, =0 means

that the drift is represented by a stepwise function, remaining a constant in every given I(T),
which is allowed to freely change between the neighboring /(7).
In this section we shall consider only the case of K, =0and AT =24" & 48",

because the general case of these parameters needs sophisticated explanations.
In a first stage of VAV the hourly data y(z) in every I(T) are transformed through

filtration into even and odd filtered numbers (u,v), as shown by (6):

(uf(T),vf(T)) = i F,(2)y(T +7), where 6 = (AT-1)/2, ie. 11.50r23.5 )

7=-0

The filtration is made by using a set of orthogonal filters F,(7), which are complex

functions of the internal time 7. For the case considered here
J2/AT 2nf . .
F. ()= 2/ AT .Exp 2—4—,;1 which amplifies the frequency f cpd (8

The filters F,(7) eliminate an arbitrary constant, i.e. a polynomial of power Kz = 0.
We have a full set of (1,v) quantities, when the (u,v) used are

For AT =24 (u_f(T),vf(T))at frequencies f =1,2, ... =12 cpd
For AT =48: (u,(T),v, (T))at frequencies f =0.5,1.0,1.5,2, ..11.5, 4 =12.0 cpd
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Due to the orthogonality of F,(1) the full set of (»,v) in (9) is a legal transformation of

the hourly data y(¢) from the time domain in a time/frequency domain in the following sense.
Let LS is applied on y(f) with corresponding observation equations. We shall get identical
results through the application of LS on (xv) by using the same observation equations,
modulated by the filters. The transformation remains practically legal, if some of the
frequencies, at which useful signals do not exist, are omitted. E.g, if some high frequencies
are omitted, i.e. if the highest frequency is x <12 cpd.

Following this possibility, VAV applies LS on (u,) as if (4,v) are the observations. As
a result it provides the estimates of the unknowns, in which we are interested, the adjusted
(71,%) of the observed (u,v) and the residuals

Auf(T)=uf(T)—sz(T) &Avf(T)=vf(T)—\7f(T) for all valuesof T and .  (10)

If we had data with WN, all u, & Vi, f=1,...u would have one and the same
standard deviation. Then it would be estimated by the RMS for unit weight

G, = g(;Auj(Tﬁ—;Av;(T)) /(ZN,u—m) (11)

where m is the number of the unknowns.
In fact, the data are charged by “Colored Noise” (ColN), i.e. the standard deviation of

u, & v, f=L..u is dependent on the frequency f; usually increasing with decreasing f(red

noise). In the same time we have established, that the sequence
(uf(Tl),vf(J;)),(uf(TZ),vf(Tz)),...(uf(TN),vf(TN)) for a fixed frequency f (12)

can be reasonably accepted as non-correlated.
On the basis of this VAV solves the problem of the ColN by using separately the

residuals (Au,, Av,) for getting the RMS o, (,v), as an estimate of the standard deviation of
(us,vp). Namely, we use the RMS of the data at frequency f computed through

o, (u,v)= \/[ZAu}(T)+;Av; (T)) /(2N-mf) (13)

where m, is the number of unknowns, whose determination is mostly depending on (u oYy )

4. An extreme case of a parallel application of ETERNA and VAV programs.

As said above, the quantities (1) are a legal transformation of the data y(7). If this is
neglected and (u,v) are examined at only one fixed frequency f, it seems that VAV uses a

decimation of the data with a time step AT. Thus for AT =48", earlier used by MV66
(Venedikov, 1966), the Nyquist frequency becomes 0.25 cpd, which is an extremely large
frequency. Then, if e.g. the tide O1 with frequency v(O1) is considered, the waves

A1 with frequency f(01)-0.5 cpd

14
& A2 with frequency f(O1)+0.5 cpd (14)

are aliases of O1 which cannot be separated from O1 and which may affect the results for O1.
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Under such assumptions, Schiiller (1978) has shown that if the waves Al and A2 are
added to a series of data the MV66 results for O1 are strongly affected.

It has been shown (Venedikov, 1979) that Al and A2 can be separated from O1 and
thus they are not aliases of O1. Nevertheless, on the basis of the result of Schiiller, Wenzel
(1997) has declared that MV66 (and thus VAV now) “violates the sampling theorem”.

It is strange that this severe critic has been made on the basis of the effect of Al & A2 on
MV66 only, but it has not been shown, what is the effect of the same Al & A2 on other
programs, in particular on ETERNA.

In order to avoid confusions we have made a similar experiment, somewhat extended
(Table 2), but this time testing both VAV and ETERNA.

Table 2. Variants of testing ETERNA and VAV. The amplitudes of all waves are 38 pgal.

Variant 0: Original SG data Brussels without added waves

Variant 1: SG data Brussels 1987 — 2000 with added A waves:

A1 with frequency {O1) —0.5 cpd _
A2 with frequency O1) + 0.5 cpd The “aliases” used by Schiiller
A3 with frequency AO1) —0.25 cpd Two more waves, related with the
A4 with frequency f{O1) +0.25 cpd supposed Nyquist frequency

Variant 2: SG data Brussels 1982 — 2000 with added A waves:
A1l with frequency f{O1) — 0.5 cpd
A2 with frequency {O1) + 0.5 cpd
A3 with frequency fO1) + 1.0 cpd e
A4 with frequency f{O1) + 1.5 cpd Two more “aliases
AS5 with period 7 hours A wave, suggested by W. Ziim

The “aliases” used by of Schiiller

VAV has been used with K, =0 & AT = 48" and nearly full set of (»,v) in (9) with

highest frequency p=11.5 cpd.

Let 8 is the amplitude factor of a given tide, obtained by the analysis of the data in
variant 0 (without A waves) and 04 is the amplitude factor obtained by the analysis of the
data, after the waves A are added. Then the effect of the waves A on the amplitude is

naturally measured by the difference A = |6 N 60| .
The result of the comparison is shown by Figure 4.

0.016 7

Variant 1 i
- 0.014 Variant 2
< ]
= % < 0.012
= = E 0.010
= ]
= = 0.008 -
0.006 -
> 0.004 -
> > > h
, » ” ” % > 0.002-
Q1 01 Ki N2 M2 S2 Q1 o1 K1 N2 M2 S2

Figure 4. The effect A =[5, —§,| of the added waves A, variants 1 & 2.
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Surprisingly or not, the effect of the A waves is, first, considerably higher for
ETERNA and, second, it is expanded on all D and SD waves. There is a “third” item, also not
in favor of ETERNA, concerning the effect of the A waves on the estimates of the precision.

Figure 5 shows that the effect of the A waves, variant 1, is the addition of a noise,
completely deforming the tidal curve. Same is the situation with the data, obtained in variant
2. Obviously, a reasonable result should show a considerably lower precision, i.e.
considerable higher RMS, when the data in variant 1 and 2 are analyzed.
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Figure 5. Sample of the data after adding the A waves, variant 1.

Indeed, as shown by Tables 3 and 4, the VAV analyses show considerably lower
precision after adding the A waves. E.g. the RMS of §(M2) in Table 3 is increased from
+.00005 to £.00619, i.e. more than 120 times.

Table 3. RMS o of the & factor of the main D & SD tides of the original data (variant 0) and
the data with added A waves (variant 1 in Table 2); SG data Brussels 1987 —2000.

[ o1 | o1 | ®1 | w2 | M2 | 82
VAV, RMS G,y
Variant 0, No added waves |*.00043 +.00008|+.00006|+.00025|%.00005|+.00011
Variant 1 of added waves |#.03727|#.00713|%.00505|%.03214 |*.00619 |%.01374
ETERNA, RMS Gpgp
vVariant 0, no added waves |*.00037 +.00007 | +.00005|%.00022|%+.00004|x.00009
Variant 1 of added waves |%.00147|%.00029{%.00021|+.00022|£.00004 *.00009

Table 4. RMS o of the & factor of the main D & SD tides of the original data (variant 0) and

the data with added A waves (variant 2 in Table 2); SG data Brussels 1982 — 2000,

[ o1 o1 | ®L | N2 | M2 | S2
VAV, RMS Oy,y
variant 0, No added waves |+.00040 +.00008|+.00005|%£.00023|+.00004|%.00010
Variant 2 of added waves |*.01086|%.00207 |*.00148|+.00819 +.00157 |£.00346
ETERNA, RMS G
Variant 0, No added waves |%.00035|%.00007|%.00005 +.00022|+.00004(=.00009
Variant 2 of added waves |%.00041|x.00008|*.00006|%.01168 +.00226 |+£.00493

ETERNA in Table 3 shows only a weak increase of the RMS for the D tides, but
absolutely NO changes in the RMS for the SD tides. In Table 4 ETERNA shows more
important increase of the RMS for the SD tides, but almost no changes in the RMS of the D

tides.
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Thus generally, with the exception of the SD case in Table 4, ETERNA failed to
notice the huge noise, added to the data.

The explanation of the anomalous estimates of the precision by ETERNA is the
dependence of these estimates on the intervals in Figure 1 and Table 1. In the case their
frequencies fall out of the intervals, their effect remains inappreciable. This is an exaggerated
case but, anyway, it shows the dependence of the estimates of ETERNA on the choice of the
intervals.

An attempt to escape from the situation has been made by returning to the option of
ETERNA (Table 5) based on the assumption of WN, although this is a non-standard and non-
recommended procedure for the D and SD tides. In such a way we have got indeed a
considerable increase of the RMS for all tides, i.e. the strong noise became visible. However,
the new RMS of ETERNA are still considerably different from VAV and they are strongly
dependent on the filters used, which is somewhat strange.

Table 5. An attempt to find more reasonable estimates of the precision by applying ETERNA
with the non-standard procedure under the assumption for WN, for variant 2 in Table 2.

[ o1 | o1 | ®i | w2 | w2 | s2
ETERNA, Assumption of white noise, £ilter N60M6E0M2, 167 coefficients
Variant 2 of added waves]:.o3ooz].+.ooss3|=.oo468|:.o3239]=.oos33|:.01350
ETERNA, Assumption of white noise, £ilter PERTSEV59, 51 coefficients
Variant 2 of added waves|$,02603|z.00508|g,00358|=.02606I:.00504|:.01101

There are very few comparative analyses by ETERNA and VAV. Many of them (but
not all of them) show a numerical agreement between oyay and ogr, opT always being lower
than ovav by some 10 to 20%. Such is the case of the RMS for the unperturbed data in Tables
3 & 4. The closeness, which appeared in most cases, should not be considered as universal
and thus as a justification of the estimates of ETERNA. The results with the added waves are
cases when the similitude completely disappears.

Something more! Let us accept that the similitude of ov Aav(Q1) = 0.00043 and oer(Q1)
— 0.00037 means that oer(Q1) = 0.00037 is a reasonable RMS. Then, since oer(Ql) <
ovav(Q1), we have also to accept that Q1 is better determined by ETERNA. Actually, since
orr(Q1) is not an LS estimate, from the comparison of cgr and cyav cannot be made anyone
of the conclusions: neither “Q1 is better determined by ETERNA”, nor “Ql is better
determined by VAV”. Same is the situation if we had ovav(Ql) < oe1(Q1). The reality is that
due to the uncertainty on ogr(Q1) we do not know how well Q1 is estimated.

5. A new approach by the variant 2006 of the VAV program

The algorithm, described in Section 3 is used till now and is implemented in
(Venedikov et al., 2004). Now we have introduced a further development of this algorithm,
described hereafter.

In a discussion Dr. W. Ziirn made the reasonable critical remark that VAV implies the
assumption that the filtered numbers have a normal Gaussian distribution (ND) and this is
actually not proven.

Indeed, the technique considered above is based on the assumption that the set of data

u, (T),v,(T),T=1,1,,..T, at given frequency f has a ND. In this connection VAV has

included a test of normality, based on the x? criterion of Pearson.
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VAV builds the observed or empirical distribution of the residuals
Au (T),Av (T ), T=T,T,,..T, for everyone of the frequencies f and the corresponding

theoretical N(0, ), i.e. central ND with standard deviation o. The difference between the
distributions is measured by the observed x5, quantity. In the examples here the distributions

are determined over 301 intervals with equal expected probability, so that Yoo, has 300
degrees of freedom. The value of ¢ in N(O, o) is found by making %2, =Min. The critical

x2. =342.5 of Pearson for testing the hypothesis for ND is corresponding to confidence

probability 95%. The examples are obtained by the processing of the SG data Vienna

01.07.1997 — 31.12.2002
Figure 6A shows the distribution of the (4,v) at f =1cpd. In practice, such pictures

are often accepted as a satisfactory approximation to a ND. However, according to 5y, We

have NOT an ND, because x>, exceeds considerably % -

0.20 020 B %2 ops = 403.9
0.15 0.15 - > %2 cpi = 342.5
0.10 0.10 -+
0.05 A 0.05 '
0.00 0.00 -
IB '5 b & b L O AR5 '5 '5 L N R AN -
Residual intervals nm/s2 Residual intervals nm/s2

Figure 6. Observed density distribution of the residuals at £ =1cpd (filed grey curve) and the
corresponding ND (thick line). A: all residuals; B: eliminated large residuals (7.5% data).

Such is the case of most of the SG data we have tested. It appeared that one of the
reasons for the deviations from the ND is that there is proportionally too many large residuals.
Indeed, as shown by Figure 6B, when the option (Venedikov et al., 2004) of automatic
elimination of data with big residual is applied, the difference between xg,, and &y is
considerably reduced, although strictly considered, the inference is that the distribution

remains not ND.
We came considerably closer to ND in the following new way of applying VAV.
VAV is run in two general loops A & B. In A VAV follows Section 3. In addition, it

provides a separate determination of the RMS of u, &v,, instead of the common RMS (13).
This is made through

of(u)=\/zAu;(T)/(N—mf) & cf(v)=\[ZAv}(T)/(N—m,) : (15)

The idea is to use these RMS in order to apply weights to the filtered (»,v) and thus
make them all with (i) nearly normal distribution and (ii) nearly equal variances.
By accepting that a quantity with unit weight should have an RMS equal to the RMS

for the WN o, , obtained by (11), the weights to be applied become

foru, : (6,/c ()’ and for v,: (0,/0,())° (16)
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Practically, these weights are introduced through the replacement of the filtered
numbers u (T ) & v, (T) by what we call weighed filtered numbers

7 (T) =6, (T)/6,(u) & V,(T)=0,v,(I)/ () (17)

Theoretically, for perfectly well determined RMS, the weighted quantities (17)
become observations with equal precision and RMS approximately equal to o,.

045 3 D residuals 2 2641 9% 7 SD residuals 2 951
0354 f=1cpd Obs : 035 3 f=2cpd X obs = #°°
039 <x%crie = 3425 0.25 - < ¥Pcrie = 342.5
0.20 - 0.20
0.15 - 0.15
0.10 - 0.10
0.05 - 0.05 4
0.00 - 0.00
U U I
Residual intervals nm/s2 Residual intervals nm/s2
8:2(5) ] TD residuals w2 =315.5 8:2(5) 1 QD residuals X20b5=277'5
035 4 f=3cpd Obs ' 035 4 f=4cpd 2
0.30 - 2 .= 030 <X crit=342.5
0.25 <X criy = 342.5 0.25 4
0.20 - 0.20
0.15 - 0.15
0.10 - 0.10 4
0.05 - 0.05 -
0.00 - 0.00

F R N I R G T

Residual intervals nm/s2 Residual intervals nm/s2

Figure 7 Observed density distribution of the residuals WITH APPLIED WEIGHTS and
eliminated large residuals (6.2% of all data) with the corresponding ND.

9-

2 —
Pops = 2775

QOO =INNWWLHE D
OUVOUNOWUNOWLNO WL
1

Coo0000000

Residual intervals nm/s?

Figure 8 Distribution of the residuals (A#,,Av,) forallv=1,2,3 & 4 cpd WITH APPLIED
WEIGHTS and eliminated large residuals (6.2% of all data).

Figure 7 shows the effect of the weights on the distribution of the residuals of the
weighed quantities, separately for the main frequencies. In all cases we get a rather acceptable

approximation to ND with %2, clearly under the x2..
Very important is that the approximation of the ND of the residuals of all main
frequencies together, as shown by Figure 8 is also satisfactory.
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Unfortunately, the positive results in Figures 7 & 8 are obtained by applying an
elimination of a considerable quantity of data (6.2%) with too high residuals. One of the
sources of these big residuals may be due to the preprocessing of the data. ETERNA is based
on a moving filtration of the data, which does not support a great number or gaps. Due to this
the authors of the data are obliged to keep in the data obviously anomalous data, as well as to
apply massive data reparations and interpolations, which operations introduce noise of very
bad properties.

Conclusions.

We hope that this paper can attract the attention of the tidal community to the
importance of the estimation of the precision. Actually, the result about a parameter x has to
be represented by two numbers: the value of x and its RMS. The value without the RMS is as
useless, as the RMS without the value. No need to say, that the RMS has to be determined
according to the rules of the mathematical statistics, i.e. according to the LS rules. Otherwise,
an incorrect RMS is equivalent to or worse than a missing RMS.

The analysis of the tidal data has to solve a difficult problem. In principle, now is
firmly accepted, that the LS is perfectly suitable general method. The problem is that the data
are correlated, i.e. they are charged by a colored noise. In the same time we do not dispose a
priori by the covariance matrix, in order to correctly apply the MLS. The compromise,
accepted by both ETERNA and VAV is to estimate the unknowns by creating the observation
equations under the condition of WN. This does not affect seriously the values of the
unknowns, because we always deal with very great number of data.

In the same time, since the colored noise has a frequency dependent effect, the colored
character of the noise is taken into account through the estimation of the precision by
frequency dependent RMS. Nevertheless, the RMS should observe the general LS principle to
be determined through sums of squares of residuals, in order to be able to apply fundamental
statistical tools, like the confidence intervals of Student.

It has been demonstrated that the RMS of ETERNA are, unfortunately, not LS
estimates and they depend on some intuitive assumptions. Something more, there are cases in
which these RMS can be completely disorientating. In addition to the extreme case,
considered in Section 3, such is the doubtful case of the RMS of the parameters of the
auxiliary channels in the multi-channel analysis. The case of LP waves is even more
complicated and is treated in a separate paper (Ducarme et al. 2006c).

The paper has discussed the estimates of the precision, proposed by VAV. They are
certainly not the ideal solution but, at least, they follow the LS principle to use the squares of
the residuals. In the same time, as shown in Section 5, we have found a weak element in the
RMS estimation, applied until now. Namely, it appeared that the distribution of the residuals,
rigorously checked, deviates from the ND of Gauss. We have not hesitated to introduce
corresponding improvement in VAV, which has brought the residuals nearly to the ND. In
addition, it seems that the solution of the problem will generally improve the precision of the
analysis results.

We believe that the decision to immediately modify VAV when a weak element is
found is a good example of a scientific approach. In our opinion the researchers, tightly
devoted to the use of ETERNA, should follow this example and critically reconsider the
method of preprocessing and analysis they are currently using, especially in its options for the
estimation of the precision.
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1. Introduction.

This paper follows the paper Ducarme & al. 2006¢ which presented a comparison
of the programs ETERNA (Wenzel, 1994) and VAV (Venedikov et al., 2001, 2003,
2004, 2005; Ducarme et al., 2004, 2005, 2006a,b) for the diurnal and subdiurnal periods.

In this connection we have carefully studied, actually for the first time, the
algorithm used by ETERNA for the computation of the MSD (mean square or standard
deviations), i.e. for the estimation of the precision. Although this program is based on the
LS (least squares) method, it was surprising to establish that its MSD are not LS
estimates. It was found that ETERNA uses an intuitive computational scheme, without a
statistical basis in order to approximate the colored noise characteristics of the residues,
so that the results depend on subjective assumptions and parameters, imposed by the
program (Ducarme et al., 2006c).

The situation is even more complicated for the Long Period (LP) tides. ETERNA
based its evaluation of the MSD on a 1/f hypothesis for what concerns the average noise
levels inside the LP band. This assumption is not verified at least with superconducting
gravimeters.

Since its first version VAV splits the different tidal bands and evaluates separately
the RMS errors in the different tidal bands, but improvements have been recently
introduced (Ducarme et al., 2006c). For the evaluation of the LP waves, VAV splits the
LP band in two parts: the groups from MSQM to MSM are evaluated together with the
Diurnal waves, while Sa and Ssa are evaluated through a so called “zero” filter, i.e. daily
mean of the data. ETERNA uses original unfiltered data and allows the representation of
non-harmonic phenomena such as the drift by Tschebyscheff polynomials of order n,
evaluated separately in each data block.

In the following sections we shall first compare the noise evaluation methods. As
the polar motion, with its Chandler term at 430 days, is the main known source of noise
close to the groups Sa and Ssa, we shall compare the reactions of the two analysis
methods when the pole tide is subtracted or not.

Finally the 3D pressure correction model of Neumeyer et al. (2004 & 2006) is
applied and the associated noise decrease is evaluated.

2. Estimation of the LP waves noise by ETERNA.

ETERNA uses the amplitude spectrum of the residuals, in order to determine the
so called average noise levels L(i), 0 <1i <4 cycles per day (cpd), as frequency dependent
estimates of the precision (Table 1).
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The average white noise level L(wn) is directly computed from the RMS error on the unit
weight o, and the number of observations n by the relation (Ducarme et al., 2006c)

L(wn) =0y, (1)

The average noise levels L(i) at the frequencies 1, 2, 3 & 4 cpd (cycles/day) are
determined by the arithmetic means of the amplitudes in the intervals, given in table 1.
For D, SD, TD and QD waves the errors evaluated by Least Squares under the white
noise assumption are directly scaled by the ratio L(i)/L(wn) with i=1,2,3,4

For LP waves the procedure is slightly different.
The noise at the tidal wave frequency f'is estimated by

noise(f)=L(0)*f,/f 2)
f,, = 0.1cpd, L(0) average noise level between 0.1°/h and 2.9%h

Finally a scaling factor is given as
Scale= noise(f)/L(wn) 3

The underlying assumption is that we have a colored noise in //f in the LP band.

Table 1: frequency range for the determination of the average noise levels L@G) by
ETERNA

Name Tidal family Angular speed
(cycles/day) (degrees per hour)

from to
L(0) LP 0.1 2.9
L(1) 1 12.0 17.9
L(2) 2 26.0 31.9
L(3) 3 42.0 47.9
L(4) 4 57.0 62.9

L(wn White noise

We computed detailed amplitude spectra of the residues using Tsoft (Van Camp and
Vauterin, 2005) and produced average values L(lp) in the frequency ranges given in
Table 2 and corresponding to the different wave groups. Let us consider now the
evolution of L(lp) inside the different LP groups, in order to check if it follows the I/f
dependence. The increase of L(Ip) is well correlated with the ratio f,/f in the range
covered by L(0) with r=0.98, but the regresswn coefficient is only 0.07. The mean value
of L(0) for the three stations (0. 202nm/s®) corresponds to the frequency of MSF and not
to the middle of the frequency range at Olcpd (Mstm group). It is normal as the

dependence is in I/f.
For what concerns the Very Long Period (VLP) tides Ssa and Sa the observed noise is

well below the value extrapolated using a 1/f law, for which the noise level of VLP tides
should be 12 or 25 times larger than the noise at Msf frequency.
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It is thus not justified to apply this I/f correction and we recommend the use of the same
formula for LP waves as for the other tidal families. To rescale the estimated errors it is
only necessary to divide them by the factor fo/f given in the last column of table 2.

Table 2 : Average Noise Level L(Ip) evaluation of the residues for the LP groups.
Pole tide is subtracted. Local pressure correction is applied.
a) The spectral amplitudes are computed using Tsoft (Van Camp and Vauterin,
2005) and averaged in the frequency range indicated in columns 2 and 3.

Group Low High Vienna Strasbourg | Membach Mean fo/f
199707-200212 | 199703-200305 | 199508-200306
cpd cpd nmy/s” nm/s” nm/s” nny/s”
Sa| .0025| .0041 1.193 3.820 1.837 2.283 36.606
Ssa| .0041| .0209 0.611 0.922 0.902 0.812 18.262
Msm| .0209| .0326 0.270 0.263 0.381 0.305 3.181
Mm | .0326| .0547 0.191 0.311 0.266 0.256 2.755
Msf| .0547| .0692 0.188 0.197 0.200  0.195 1.477
Mf| .0692| .0913 0.129 0.153 0.169 0.150 1.366
Mstm | .0913| .1055 0.154 0.169 0.140 0.154 .945
Mtm | .1055| .1228 0.159 0.143 0.114 0.139 913
Msgm | .1228 | .1450 0.110 0.134 0.118 0.121 710
Mgm | .1450] .1830 0.104 0.115 0.098 0.106 .686

b) The spectral amplitudes are computed by ANALYZE with a fixed increment of
0..0033cpd (0.05°/hr).

L(0) 0066 | .1933 0.190 0.208 0.209 | 0.202

L(00) .0040 | .0400 0.597 0.771 1.025 | 0.798

However this solution is not optimal for the VLP tides Sa and Ssa. For these
groups the L(Ip) value is much higher than L(0).
It is not astonishing as the annual period and its harmonics are much perturbed by
meteorological phenomena. Moreover the pressure correction based on local pressure
observations is no more sufficient at periods larger than 50 days (Hu et al., 2006).
It could be possible to introduce in ETERNA program a quantity L(00) estimated
between 0.0040cpd and 0.040cpd and thus centered at 0.022cpd. The lower frequency
limit corresponds to 250 days in order to avoid the inclusion of the Chandler and annual
periods. The higher frequency is inside the MM group. The frequency range has to be
large due to the low resolution (0.05°/h) of the spectrum given in the output of the
program ANALYZE. This L(00) noise level is 3 to 5 times larger than the L(0) one. It is
compatible with the noise ratio between the VLP waves and Mm.

3. Determination of the RMS errors on LP waves by VAV,

The main algorithm of VAV, is based on the partition of the data into N intervals
I(T) of equal length AT and central epochs T =1, T;,...T, -
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In a first stage of VAV the hourly data y(¢) in every I(T) are transformed through
fltration into even and odd filtered numbers (1,v), as shown by (4):

(u, 1)V, (D)= 2 F (T +7)  (4)

7=—0
For hourly data we can define 12 frequency bands 0</<11 cpd
VAV applies LS on (u,v) as if (u,v) are the observations. As a result it provides the
estimates of the unknowns, in which we are interested, the adjusted (i, V) of the observed

(u,v) and the residuals
Au (T) =uf(T)—ﬁf(T) & Av,(T)= vf(T)—f/f(T) for all values of T and f . (5)

If we had data with White Noise, all u . & v, f =1,...4 would have one and the
same standard deviation. Then it would be estimated by the RMS for unit weight

Gy = \/i [Z Au}(T)+;Av; (T)) /(2N,u—m) (6)

=N

where m is the number of unknowns.
VAV solves the problem of the Colored Noise by using separately the residuals

(Au,,Av,) for getting the RMS o ,(u,v), as an estimate of the standard deviation of
(ussvy) - Namely, we use the RMS of the data at frequency f computed through

o, (u,v)= \/(ZT: Au}(T)+ZT:Av;(T)) /(2N—mf) (N

where m, is the number of unknowns in each frequency band.

For Sa and Ssa the RMS oyp at /=0 is evaluated from the residuals after application of
the “zero filter”, while for the other LP groups the value op of the diurnal filters (f=1)is
used.

It was found recently that the distribution of the residues Au (T),Av (T ),T=1,T,,..1,

was not a normal one. This problem was overcome by the introduction of a weight on the
filtered numbers u (T) & v (I') (Ducarme et al., 2006c¢).

In section 5 we shall compare the results obtained with and without introduction of the
weights.

4. Results obtained with ETERNA3.4 (program ANALYZE)

Table 3 shows the results obtained with the time series of the Superconducting
Gravimeter (SG) C025 at Vienna between 1997/07/01 and 2002/12/31, with or without
pole tide correction. The data set is subdivided in 3 blocks (1997/07/01-2002/08/28,
2002/08/30-2002/10/17, 2002/10/18-2002/12/31). A second degree Tschebyscheff

11204



polynomial is adjusted on the first block. Local pressure correction is applied. The errors
are estimated according to eq. 3 or directly under white noise assumption.

Table 3: estimation of the LP tidal factors at Vienna by ETERNA3.4 analysis program

Wave no pole tide correction pole tide corrected
(ampl.) L(0)=0.1928,L(wn)=0.1553 1(0)=0.1898,1(wn)=0.0700
1/fnoise (eq. 3) White noise 1/fnoise (eq. 3) White noise
(nm/s”) ) o ) a 3 o ) o
Sa| 3.0131| 80.50| 3.0131| 80.50| 2.3130| 14.68| 2.3130| 14.68
(3.164) | £1.7888 | +33.53 | +.0395 | +0.74 | £1.7797 | +£45.64 +.0180 | +0.46
Ssa| 1.1636 -8.58 | 1.1636 | -8.58 | 1.1647 -7.81 | 1.1647 | -7.81
(19.928) | +.1436| +7.02 | +.0063 | +0.31| +.1414| +6.90 +.0029 | +0.14
Msm | 1.1000 443 | 1.1000 443 | 1.1346 4,61 | 1.1346 4.61
(4327)| £.0218| £1.07 | +.0271| +1.41| +1052 | =+5.30 +.0122 | +0.61
Mm | 1.1499 0.51| 1.1499 0.51| 1.1486 0.77 | 1.1486 0.77
(22.624) | 0182 | +0.91| £.0053 | +0.27| +.0179| +0.90 +.0024 | +0.12
Mf| 1.1484 0.22 | 1.1484 0.22 | 1.1460 0.19 | 1.1460 0.19
(42.826) | +.0055| +£0.27 | +0032 | +0.16| 0054 | +0.27 | £0015 +0.07
Mtm | 1.1193 0.47 | 1.1193 0.47 | 1.1287 0.40 | 1.1287 0.40
(8.200) | +.0194 | £0.994 | +.0171 | +0.88 | +0191| +0.97| +.0077 +0.39
Msgm | 1.1914 -0.09| 1.1914| -0.09 | 1.1807 -0.25| 1.1807 | -0.25
(1.309) | +£0931 | #4.24| +£1057| +4.81| +0916| =+4.02| +.0476 +2.09
Go(nm/s) 19.21 8.66

It is obvious that the error evaluation under white noise assumption is very sensitive to
the presence of the pole tide. The error is double, following the increase of L(wn), which
is proportional to the RMS error on the unit weight Go. Surprisingly it is not the case for
the error expressed according to eq. 3. There is no change at all. It can be understood if
one considers the fact that L(0) is not affected by the presence of the polar motion which
is outside of the defined frequency range .0066-.0193.As explained in Ducarme et al.,
2006¢, eq. 5 and 6, the RMS error is directly proportional to L(f) and oo is eliminated
from the formula. It is thus necessary, when applying the ANALYZE program, to study
the spectrum of the residues to check if the is no large peak outside the frequency bands
defined in Table 1.

5, Estimation of the LP waves by VAV,

The computations have been made with 4 different options: with or without pole tide

correction, with or without weight on the filtered numbers (Table 4). As explained above
the VLP components Sa and Ssa are computed with the “zero filter”, separately from the
other LP groups, which are evaluated together with the diurnal waves. Local pressur

correction is used.
We see indeed that the RMS error is always larger on Ssa than on Mm, although both
waves have nearly the same amplitude. It corresponds to the results of table 2 showing
the noise increase at very low frequency. Considering the “no weight” option, it is
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interesting also to note that the pole tide is mainly affecting the error determination in the
VLP groups. The RMS error on the unit weight in the diurnal band op is not affected.
The introduction of the weight rescales the RMS error on the unit weight. It slightly
diminishes the associated RMS errors for the VLP groups and at periods below Mf for
the other LP waves. The increase of the RMS errors on Mm and Msm is more
pronounced if the pole tide is not corrected

Table 4: estimation of the tidal factors by VAVOS tidal analysis program

Wave | no pole tide corr. | no pole tide corr. | pole tide corr. pole tide corr.
(ampl.) no weight weight no weight weight
(nm/s”) 5 o ) o 5 o S o

Sa| 2.9976| 88.85| 3.1615| 87.35] 1.8899| 1242 | 1.9016| 14.73
(3.164) | +£.1923 | +3.58| +.1869 | +3.31| +0886| +2.82 +.0880 | +2.78
Ssa| 1.2270| -6.12| 1.2243| -580] 1.1838| -5.62| 1.1854| -5.55
(19.928) | £0310| =+1.45| +£0281| =+1.32| +.0145| +0.70 +.0142 | +0.69
oLp(nm/s’) 197.0 59.1 92.0 31.0
Msm | 1.1628 2.79| 1.1632 2711 1.1621 426 | 1.1628 3.30
(4327)] £0218| +1.07| +0449| +2.21] +.0218| =£1.07 +.0380 | +1.87
Mm | 1.1495 0.31 | 1.14981 -0.10 ] 1.1449 0.56 | 1.1484 0.09
(22.624) | £0042 | +0.21| +.0077 | +0.38 | +0042| =*0.21 +.0068 | +0.34
Mf| 1.1444 0.46 | 1.1442 0.41 ) 1.1447 0.36 | 1.1443 0.40
(42.826) | £.0023 | +£0.12| +.0024 | +0.12 | +0023 | =0.12 +.0023 | £0.12
Mtm | 1.1282 0.41] 1.1295| -0.06] 1.1284 0.43] 1.1296| -0.03
(8.200) | +.0105| +0.54 | +0086 | +0.44] +.0106| =0.54 +.0085 | +0.43

Msqm | 1.1869 | -1.16| 1.1842| -0.83 ] 1.2110 0.06 | 1.1861 -0.54

(1.309) | +.0573 | +2.76 | +.0419| +2.68] +.0573 | +2.71 +.0415 | +£2.00
op(nm/s”) 32.7 58.7 32.7 30.7

6. Comparison of the results obtained with ETERNA and VAV

The estimated tidal factors, given in Tables 3 and 4, generally agree within two times the
associated VAV errors.
It is clear indeed that we cannot consider the errors determined by ETERNA as reflecting
the real signal to noise ratio.
As explained in section 2 we tried to rescale the errors given by the program ANALYZE.
In Table 5 we propose three different solutions:

- (1) the original evaluation through eq. 2 and 3;

- (2) a “colored” evaluation after suppression of the f,/f factor;

- (3) the white noise solution.
For ETERNA, as pointed out in section 4, the white noise evaluation is the only one able
to take into account the increase of noise when the pole tide is not corrected, but this
increase affects all the spectrum, while it is mainly concentrated on Sa and Ssa with

VAV.
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When the pole tide is subtracted i.e. when all known error sources are removed, the
frequency dependent evaluation (1) gives unrealistic error estimates on Sa and Ssa and
increases artificially the RMS errors for frequencies lower than Mf.

Table 5: Comparison of the error determination on the amplitude factors for station
Vienna

(1) original ETERNA formula (eq.3)

(2) frequency independent Scale=L(0)/L(wn)

(3) white noise

Wave no pole tide corr. pole tide corr.
(ampl.) L(0)=0.1928, L(wn)=0.1553 L(0)=0.1898, L(wn)=0.0700
VAV | ETERNA VAV ETERNA
(nm/sz) (no weight) (1) 2) (3) (no weight) (1) ) I B
Sa| 0.1923| 1.7888 | .00490 | 0.0395| 0.0886 | 1.7797 0.0488 | 0.0180
(3.164) *0.2379 **0.1535
Ssa | 0.0310| 0.1436| 0.0079 | 0.0063 | 0.0145 | 0.1414 | *0.0079 | 0.0029
(19.928) *0.0382 *%0.0243
Msm | 0.0218| 0.1069 | 0.0336 | 0.0271 | 0.0218 | 0.1052 0.0331 | 0.0122
(4.327)
Mm | 0.0042 | 0.0182| 0.0066 | 0.0053 | 0.0042 | 0.0179 0.0065 | 0.0024
(22.624)
Mf| 0.0023 | 0.0055| 0.0040 | 0.0032 | 0.0023 | 0.0054 0.0040 | 0.0015
(42.826)
Mtm | 0.0106 | 0.0194 | 0.0212 | 0.0171 | 0.0106 | 0.0191 0.0209 | 0.0077
(8.200)
Msqm | 0.0573 | 0.0931| 0.1312] 0.1057 0.0573 | 0.0916 0.1290 | 0.0476
(1.309)

* based on L(00)=0.937
** hased on L(00)=0.597

VAV error determination, which is the only valid one in the LS sense, is generally
comprised between the white noise estimation (1) and the estimation (2) “colored”
through the ratio L(0)/L(wn). For the waves Sa and Ssa one should prefer the estimation

based on L(00).

7. Local versus 3D pressure correction

The atmospheric pressure effect is composed of the attraction and elastic deformation
terms. The deformation term can be modeled by the Green’s function method, using
surface pressure data only. For modeling the attraction term 3D data are required in order
to consider the real density distribution within the atmosphere, as the same surface
pressure may correspond to different density distributions (Neumeyer et al., 2004). From
the Buropean Centre for Medium-Range Weather Forecasts (ECMWF) 3D atmospheric
pressure, humidity and temperature are now available on 60 height levels up to about 60
km, at an interval of 6 hours and with a spatial resolution of 0.5°x0.5°. Neumeyer et al.
(2006) showed that a 1.5° radius is sufficient to evaluate correctly the 3D attraction term.

11207




As the 3D pressure correction model is only available after January 2001, it was not
possible to separate the pole tide signal from the Sa group. For station Vienna, the pole
tide signal has been subtracted from the gravity data using the tidal factor 1.1526
computed in Ducarme et al., 2006b. The 3D results are compared with the local pressure
admittance ones.

With ETERNA the error diminishes throughout the complete LP band when a 3D
pressure correction is applied. (Table 6), while with VAV only the VLP groups Sa and
Ssa show a diminution of the errors. This behavior has been confirmed in all the studied

SG records.

Table 6: Comparison of the results based on the local pressure correction and on the 3D
model of Neumeyer et al., 2006. Station Vienna from 2001.01.01 to 2004.12.31
Pressure admittance -2.755 nms /hPa (ETERNA), -3.255 nms™/hPa (VAV diurnal)

a) amplitude factors

P groups | SA | ssa | msm | wmw | F
ETERNA*

Local ap | 3.2230 1.2121 1.1736 1.1407 1.1494
correction | + 0600 +.0099 +.0459 +.0087 +.0037
3D AP 3.4551 1.2071 1.21476 | 1.1372 1.1469
Correction | + 0483 +.0081 +.0375 +.0071 +.0030
VAV
Local &P | 3.17539 [1.09390 |1.16094 | 1.15182 1.15062
correction [+ (08330 |+.01342 |+.04305 |+.00746 |+.00186
3D AP 405966 | 1.09216 | 1.19928 1.14678 1.14984
correction | £ (08104 |+.01245 |+.04830 |+.00865 |=+.00247

b) phase differences

LP groups l SA l SSA l MSM ‘ MM | MF
ETERNA*
Local ap | 70.307 -4.227 0.566 0.047 0.360
correction | +1.033 +.454 +2.245 +.437 +.183
3D AP 49.604 -4.492 1.439 -0.080 0.319
Correction | +(),792 +.374 +1.775 +.358 +.150
VAV

Local ap | 28.023 -4.570 0.343 -0.038 0.337

Correction | +1 452 +0.692 +2.124 +0.371 +0.093
3D AP 14.519 -5.211 2.339 0.292 0.233

correction | £1.061 +0.643 +2.309 +0.432 +0.123

* the RMS errors are computed without introduction of the 1/f dependence.
To check how the spectrum of the residues is improved by the 3D pressure correction

scheme we compared the amplitude spectra obtained with ETERNA (Table 7a),
computing mean values on sliding frequency intervals.
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It is clear that the diminution of the noise reaches its maximum around the frequency 6°/h
(2.5day), between LP and D tides, and covers the entire LP spectrum. For period shorter
than 1.5day the local pressure correction is better. Inside the LP spectrum the averaged
amplitude spectra show fluctuations and no clear tendency is appearing in the ratio
3D/local (Table 7b). For Sa the frequency range is probably too narrow to get significant
results. We can thus consider that the noise reduction using 3D pressure correction is
effective for all the LP groups.

The behaviour of ETERNA is thus normal. As VAV computes the LP tides with
frequencies higher than Ssa together with the diurnal waves, the background noise is
computed through o i.e. mainly in the frequency range of L(1). From table 7a it can be
seen that there is no improvement in this band. It will thus be necessary to revise the
scheme used by VAV for the computation these LP tides.

Table 7: Mean spectral amplitudes in nm/ s? for different frequency bands
a) The spectral amplitudes are computed by ANALYZE with a fixed increment of
0..0033cpd (0.05%hr).

Average | Frequency band Local 3D Ratio
Noise level °/h pressure correction | pressure correction 3D/local

L0 0.1 2.9 0.3731 0.3278 0.879

2.0 6.0 0.1317 0.0925 0.702

4.0 8.0 0.0885 0.0570 0.644

6.0 10.0 0.0615 0.0469 0.762

8.0 12.0 0.0451 0.0405 0.898

10.0 14.0 0.0362 0.0386 1.066

L1 12.0 17.9 0.0323 0.0450 1.393

b) The spectral amplitudes are computed using Tsoft (Van Camp and Vauterin,
2005) and averaged in the frequency range indicated in columns 2 and 3.

Average | Frequency band Local 3D Ratio
Noise level °/h pressure correction | pressure correction 3D/local

Sa 0.0375 | 0.0615 2.3128 2.3365 1.010
Ssa 0.0615 | 0.3135 0.7560 0.6880 0.910
Msm 0.3135 | 0.4890 0.3564 0.3265 0.916
Mm 0.4890 | 0.8205 0.2722 0.2476 0.762
Msf 0.8205 | 1.0380 0.1997 0.1604 0.898
Mf 1.0380 | 1.3695 0.1507 0.1251 0.830
Mstm 1.3695 | 1.5825 0.1262 0.0878 0.696
Mtm 1.5825 | 1.8420 0.1070 0.0951 0.889
Msgqm 1.8420 | 2.1750 0.1303 0.1128 0.866
Mgm 2.1750 | 2.7450 0.1114 0.0871 0.782
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6. Conclusions

To get correct estimations of Sa and Ssa it is very important to eliminate or
estimate the pole tide and build a correct polynomial representation of the non harmonic
part of the signal.

As already pointed out in Ducarme et al., 2006c, the error estimation by ETERNA
is not valid in the Least Squares sense. Moreover the error evaluation by ETERNA 1is
biased by the noise outside the frequency band averaged by L(0), e.g. the pole tide signal,
when it is not eliminated.

The users should suppress the 1/f dependence in the error estimation for LP tides
according to the factors fp/f given in Table 2 in order to define “colored” errors in a way
similar to the short period tides. The true RMS errors are probably comprised between
the white noise estimates and the “colored” ones. However, for the VLP tides Sa and Ssa
L(0) is underestimating the noise level. The VAV analysis program should be preferred
for its correct evaluation of the RMS errors.

The 3D pressure correction scheme is diminishing the background noise inside
the entire LP spectrum and down to a period of 1.5 day. However the VAV computing
scheme is not reflecting this improvement for LP tides with period lower than 6 months.
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World Wide Synthetic Tide Parameters a promising tool for high
precision tidal prediction

K.H.Zahran

National Research institute of Astronomy and Geophysics, Helwan, Cairo, Egypt

Computations of a synthetic Earth tide parameters by adding the body tide contribution to
the ocean tide loading contribution (OTL) on a world wide regular grid is considered to
be a promising tool for high precision tide prediction. The advantage of such
computations is that the user of the synthetic parameters does not have to carry out the
time-consuming OTL computations and that the final set of computed parameters may be
used by tide specialists and non-specialists to predict Earth tide at any time every where
for local regional or continental applications.

A synthetic Earth tide parameters (Zahran et al. 2005) have been developed on 2
world wide grid for gravity, vertical and horizontal displacements. Synthetic parameters
have been computed using Wahr-Dehant model and different TOPEX/Poseidon ocean
tide models. However, beside the Earth tide parameters synthetic ocean tide parameters
are also given separately for many other applications.

The accuracy and the reliability of the synthetic tide parameters have been
estimated by comparison with observed gravity and vertical displacement tide parameters
with those interpolated from the presented synthetic model, which shows good
agreement. Tests of the model shows small discrepancies with the observed tidal gravity
parameters and a good agreement with tidal displacements parameters, estimated from
long period VLBI and GPS observations.

An accuracy assessment study to the selected ocean tide models indicates that the
selected models is still problematic in the coastal areas and shelf regions. However,
recent generation of derived TOPEX/Poseidon ocean models shows better agreement in
coastal area. Thus, the synthetic model has to replace a recent ocean tide model with
higher resolution to fulfill the accuracy needed for precise gravity and space geodetic
techniques.
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An overview on wavelet multi-resolution decomposition compared with
traditional frequency domain filtering for continuous gravity data denoising
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Abstract: Continuous gravity recordings in volcanic area could play a fundamental role in the
monitoring of active volcanoes and in the prediction of eruptive events too. This geophysical
methodology is utilized, on active volcanoes, in order to detect mass changes linked to magma
transfer processes and, thus, to recognize forerunners to paroxysmal volcanic events. Spring
gravimeters are still the most utilized instruments for microgravity studies because of their
relatively low cost and small size, which make them easy to transport and install. Continuous
gravxty measurements are now increasingly performed at sites very close to active craters, where
there is the greatest opportunity to detect significant gravity changes due to a volcanic activity.
Unfortunately, spring gravity meters show a strong influence of meteorological parameters (i.e.
pressure, temperature and humidity), especially in the adverse environmental conditions usually
encountered at such places. As the gravity changes due to the volcanic activity are very small
compared to other geophysical or instrumental effects we need a new mathematical tool to get
reliable gravity residuals susceptible to reflect the volcanic effect. In the following we present and
discuss a preliminary work about the confrontation between the traditional filtering methodology
and the Wavelet transform. The overall results show that the performance of the wavelet-based filter
seems better than the Fourier one. Moreover, the possibility of getting a multi-resolution analysis
and study local features of the signal in the time domain makes the proposed methodology a
valuable tool for gravity data processing.

Keywords: Gravimeter, wavelet transform, filtering, volcanic monitoring

INTRODUCTION

Studies on the effect of external influencing parameters on the behavior of gravity sensors for the
monitoring of volcanic activity have revealed that temperature, pressure and humidity play a very
critical role [El Wahabi et al., 1997, Warburton and Goodkind, 1997]. Several authors have
demonstrated that meteorological parameters, especially atmospheric temperature, do affect
continuously running spring gravimeters. In particular, in E1 Wahabi et al. (1997) it has been proven
that, over a yearly period, temperature changes can cause up to 1 mGal instrumental effect. An
admittance up to 0.2 mGal/°C, over changes with period longer than 1 month, has been evidenced
in Carbone et al (2003). An important issue with the gravity data sequences is the need of separating
the useful signal (i.e. the volcano-related one) from unwanted components (signal due to tides,
instrumental and meteorological effects). Obviously, frequency-domain filters cannot be applied to
remove the effect of these perturbations since the spectrum of each component of various origins
has wide intervals of superposition.

The aim of the present work is to get a preliminary test concerning the application of the wavelet
decomposition to the continuous gravity data. The wavelet transform is thus applied to a short
sequence (7 months registration) acquired at Mt Etna site (see Figure 1). The continuously running
station is located about 2 km NE of the summit NE crater at the “Pizzi Deneri Volcanological
Observatory” (PDN; 2820 m a.s.l.). Data presented and analyzed in the following were acquired
through L&R PET 1081 gravimeter with a measurement range of about 5 mGal. Besides gravity,
other parameters were acquired: ground tilt in two perpendicular directions, atmospheric
temperature, pressure, humidity and tension from the power system feeding the station. Data were
recorded at 1datum/min sample rate (each datum is the average calculated over 60 measurements)
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through a CR10X Campbell Scientific data-logger and transmitted through a wireless connection to
Catania.

& Summit Profiis Stations

® E+ W Profile Stations

ly-Runiing

Skm

Fig. 1: Sketch map of Mt Etna showing the gravity network installed by INGV
DISCRETE WAVELET TRASFORM AND MULTI-RESOLUTION ANALYSIS

Wavelets are mathematical tools for analyzing time series. As the name suggests, a waveletis a
“small wave”. A small wave grows and decays essentially in a limited time period. There are
two main classes of wavelets. The first one is the continuous wavelet transform (CWT) which
is designed to work with time series defined over the entire real axis; the second, is the discrete
wavelet transform (DWT), which deals with series defined over a range of integer values

[Percival et al., 2002].
The continuous wavelet transform of a function f{t) with finite energy is defined by

et = [row 757 Je M

where be R and aeR*, with R* being the set of positive real numbers. Every wavelet is
obtained by a translation and dilation of a ‘mother wavelet' y € I*(R), where L*(R) denotes the
Hilbert space of square integrable functions. The function y has unit energy and zero mean

although higher order moments may also be zero; it is chosen with a compact support to obtain

localization in space.
For practical applications the scale parameter a and location parameter b need to be
discretized. With the choice a = 2 and b = ka with I,ke Z (Z is the set of integers), the discrete

family of orthonormal wavelets,

1 t—k2! _ 1 w(Z"t—k), @

v, (@)= \/-27 v X \/_ZT
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is obtained by dilating or contracting and translating the function y(¢) =y, ,(#)-
In this case, the discrete wavelet transform (DWT) is

Wy = [FO) w0 dt 3)

and the inverse wavelet transform is

FO=3 Sww.0 @

[=—w0 k=-w

in the L*-sense.

The framework of multi-resolution analysis, developed by Mallat (1992) and Meyer (1993),
allows a signal to be approximated at certain scales or resolutions (Foufoula-Georgiou and
Kumar, 1994). At a fixed level / of resolution 27 samples per unit length, the approximation of

the signal is given by its orthogonal projection, s, f= Z( f, ¢,’k>¢l,k(t)l, onto the vector

k=—c0
space V; included in L*(R). The vector space V; represents the space of all possible approximated
signals at resolution 27, and the orthonormal basis @,, derives from a function @ defined as the
scale function or 'father wavelet'. The details of the signal at any scale 2! characterize the difference
between the process carried out at two different scales 2! and 2' 7!, or equivalently at two different
resolutions. If y,, is the orthonormal basis in the vector space Oy (orthogonal complement of V7 in

V1), the details are given by the orthogonal projection, D, f = Z < f, Vi >l// 1k (¢), of the original

Je=—c0

signal on to the vector space 0y, so Oy is orthogonal to V7, i.e.
V=08V, (5)

If f{1) is defined by a set of m discrete values, the wavelet expansion consists of the coefficients,

#,, with e [-(L-1),0]; k€[0,2" 1], | ©6)
where L = log, m (we pick values that are separated by multiples of 2%).
Using this notation, the finest and the coarsest levels correspond to / = - (L - 1) and /=0,
respectively.

At a fixed level j, the function f{1) is represented by

F)=8FO+ EDf®). ™

I=—(L-1)

A discrete signal f{r) can thus be expressed as a wavelet expansion by orthonormal basis

! <f, ¢1,k> is the inner product: <f,¢,’k> = jf(t)d)l'k(t)dt
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functions derived from the two related functions: scaling function ¢(r) and the wavelet y (7).
The above expansion (Eg. 7) means that scaling and translating ¢(z) and w(t) leads to an
orthogonal basis for the analysis of signal. In such way f{#) is decomposed into a smoothed
version Sj{t) obtained by applying the low-pass filter ¢ and a sum of the details (D;) obtained by the
high-pass filter y .

The relationship between the representation of f(t) at level j and that at level (j - 1) is summarized by

S f@O=8,f@)+D,f(®). ®)

Figure 2 shows the recursive scheme, usually called a pyramid algorithm, used to calculate the
wavelet coefficients from the finest level to a chosen level ;.

The multi-resolution analysis is obtained by applying the inverse wavelet transform to the
coefficients of each level.

D.apf Sanf

Dayf Sazf

Fig. 2: Recursive scheme used to calculate the wavelet coefficients of a function f from the finest
level -L+1 to a chosen level j

The advantage of analysing a signal with wavelets is that it enables local features of the signal
to be studied with a detail matching their characteristic scale. In the temporal domain, such a
property allows transient signals to be represented effectively [M.T. Carrozzo et al., 2002].
Thus it can be said that the DWT enables a multi-resolution analysis of a signal to be made.

CHOICE OF THE WAVELET BASIS

Different wavelet basis are obtained by varying the support width of the wavelet. Changes in the
wavelet support in general affect the final frequency characteristics of the wavelet transform.
Usually the amplitudes of the coefficients change and, consequently, the scale where the signal and
noise separate also changes.

The choice of a wavelet basis could represent an open problem for filtering. Since it was impossible
to test the filter effectiveness with statistical significance for all the wavelets available in the
Matlab® software package, some criteria were used to make a preliminary selection of a set of
wavelet bases.

Deighan and Watts (1997) and Grubb and Walden (1997) considered the compactness of the
wavelet functions in the time and frequency domains as a useful parameter for choosing the best
wavelet basis to solve a specific problem.
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A criterion to evaluate the suitability of a wavelet of a specific shape to represent the signal is to
determine how concise and localized its wavelet representation is.

The “maximum compactness” or “minimum entropy” criterion, which Coifman and Wickerhauser
(1993) and Fedi and Quarta (1998) applied for data compression and data analysis, respectively,
was used here in an attempt to optimize the choice of the wavelet basis.

In particular, this criterion was applied to the sequence available for this study, which spans from
June to December 2005 and was acquired at one of the Etna’s continuous gravity stations (PDN).
To find the most appropriated support for our case the transform is repeated using different basis
and Shannon's entropy of the analysed gravity sequence was then calculated. As underlined by the
test carried out over 39 wavelet basis, it seems that the range of relative variability of the values
calculated is more restricted only for a narrow number of wavelet basis and leads to the selection of
a set of six wavelets: Symmlet 8, Bior 6.8, Daubechies 5-7-9, Rbio 2.8. The averages of the entropy
values are shown in Table 1 for each tested basis of this small group.

Tab. 1: Table of the executed test showing the averages of the entropy values for each tested
wavelet basis

Bior 6.8
Daubechies 5
Rbio 2.8
Daubechies 7
Daubechies 9

DATA PROCESSING, COMPARATIVE TECHNIQUE AND RESULTS

Previous to the filtering analysis of the sequence at hand, acquired by LaCoste & Romberg PET
1081 at Mt Etna site, its spikes, gaps steps and large amplitude oscillations due to earthquakes
events are corrected using T-soft, a graphical and interactive software developed by Van Camp and
Vauterin (2005).

The signal from any continuous running gravity meter is affected by the tidal acceleration (Torge,
1989). In order to remove the Earth tides effect, the raw data are decimated to 1-h ordinates for a
classical tidal analysis using the ETERNA3.4 software (ANALYZE, Wenzel, 1994). A RMS error
on unit weight of 12 nm/s* was obtained, implying tidal residuals on the gravity signal up to 1-2
nGal peak-to-peak over the most relevant tidal families (diurnal and semidiurnal).

Continuously recording spring gravimeters are affected by aperiodic temporal variations in the
display of the zero position called instrumental drift (Torge, 1989). To correct the data for the main
effect of instrumental drift a best linear fit was removed from the sequence.

The gravity signal perturbations, due to the local pressure changes consist of two main effects: the
upwards attraction of the air masses on the sensor of gravimeter, and the loading effect, due to the
vertical displacement of the ground and the associated changes of potential. The linear pressure
correction often leads to an obvious decrease of the RMS error of tidal gravity factors. Global
pressure changes may also make contributions to the annual gravity signals, but these effects are
difficult to model [Richter et al., 2004]. Moreover, the instrumental reactions to meteorological
effects are very complex and can trigger large annual variations in the drift.

Through the optimization of an automatic one-dimensional algorithm, that enables the wavelet
decomposition to be made, a multi-resolution analysis of the signal is obtained in Matlab®
development environment.
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Fig. 3: The picture shows the multi-resolution analysis of the gravity signal made with Sym8
wavelet basis. The input signal is displayed at the top (red one).

Figure 3 shows an example of multi-resolution analysis of the continuous gravity sequence under
discussion after the elimination of the tide and linear drift. It is performed using the wavelet basis
Symmlet 8 (Daubechies, 1992). Since the gravity sequence consist of 308160 samples and the
length of Symmlet 8 basis is 16, using the general criterion:

lev = (log(Ix/(lw-1))/log(2))

where:

Jev is the maximum allowed level decomposition;

Ix is the length of the signal;

Iw is the length of the wavelet basis;

the multi-resolution analysis contain 14 scales each containing 308160 samples. In such way the
first scale (I = 1) has 16384 coefficients, the next (I = 2) contains 8192 coefficients and so on...;
this adds up to 308160 numbers including the mean value of f (t). The original signal is thus
obtained (as showed in the pyramid algorithm) with a summation of all the detail levels plus the
approximation level (S)) that is the long period content of the signal.

The multi-resolution analysis made with both detail and approximation levels allow local features
of the signal to be studied in time domain and transient signals to be represented effectively. This
is an important point since the continuous gravity signal could include some volcanic effects, which
in time span from minute to years. The only way to check them is the correlation, in the time
domain, with other geophysical or geochemical signal. On the other hand the approximation levels
representation of the signal enables the separation of the long period component from the high
frequency ones. In order to get a confrontation with the classical filtering method, the same
component is thus obtained with both Chebyshev and Butterworth frequency filters with different
cut off frequencies and polynomial orders. The figure 4 is an over-plot between the original signal
and the two filtering methods. The wavelet filter is the only one fitting perfectly the general
behaviour of the curve.
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—— Butter low pass filter order 2 cut of freq. 0.000015
- Butter low pass filter-order 4 cut off freq. 0.0015
Cheby low pass filter order 2 cut off freq 0.000015
—— Cheby low pass filter order 4 cut off freq. 0.0015
——wavelet low pass filter

Fig. 4: Confrontation between wavelet filter and two types of filters with dlffefent order and cut
off frequencies: a) on the top is displayed the original signal; b) global view of the different
filtering method; c) zoom showing the edge effects;.

It seems that frequency domain filtering does not always work well because:
- Depending on both cut off frequency and filter order it also can introduce edge effects and
distortions of the original signal;
- The frequency filters often leave some high frequency in the low pass filter, if we want to
get a separation of the long period waves from the short ones;
- Tt globally removes frequencies causing a generalized smoothing effect that substantially
broadens features of interest.
The long period signal obtained with the low pass filter performed by wavelet transform is more
smoothed and without any significant edge effects. The same technique is then applied to the
pressure, temperature and humidity signals, acquired at the same station, and the correlation
analysis between the corresponding low frequencies component of the signals shows a strong
anticorrelation with temperature (-0.7735) while the correlation with pressure and humidity are
-0.5209 and -0.0896 respectively. Moreover, temperature and humidity signals show a correlation
index of 0.5152. It seems that this long period component of the gravity sequence is a part of the
annual oscillation due to the mainly influence of the seasonal temperature changes. Additionally, a
cross-correlation analysis shows a time lag of about 40 days of the gravity signal with respect to the
temperature changes (Fig. 5).
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Fig. 5: Over plot between low frequency components of gravity, temperature, pressure and
humidity signals. The figure shows the strong correlation and the time lag between temperature
and gravity signal. In order to get the same scale, the temperature and pressure signals are
multiplied by an amplification factor of 10.

The figure 6 shows the spectra of all signals obtained with the wavelet low pass filter. It shows
how the wavelet filter works well since we have only low frequencies without high frequency
signal. This kind of analysis clearly shows that the spectrum of each signal contain the same main
components. The main peak around 200 days is the harmonic of annual period which is not resolved
properly due to the insufficient time span. '

It is thus more difficult to detect changes due to volcanic processes in the long period component
of the signal, as this one is largely affected by the annual oscillations due to the meteorological
parameters. Consequently, it is more suitable to analyze separately the low and high frequency parts
of the signal. -

Once the useful signal for our purposes has been suitably separated, the residuals can be used to
evidence, over the time-interval considered, (i) recurrences in time (i.e. cyclic processes) and (ii)
microgravity anomalies correlated with the ensuing volcanic activity (Fig. 7).
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Fig. 6: Spectra (Hz vs cycles per day) of the long period components of all signals, obtained with
the wavelet low pass filter. The figure shows that the filtered components contain only low

frequencies.

Fig. 7: Residues of the gravity signal under discussion. On the top the original signal, on the
middle the low frequency component and on the bottom the high frequency one.
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CONCLUSIONS

A new promising technique, for continuous gravity data noise-filtering based on “Wavelet
transform”, was proposed. The aim of this preliminary work is only an overview about wavelet
transform with an application on the continuous gravity data.

The results obtained with wavelet decomposition seem to be better than the frequency domain
filtering. The perturbations caused by the simultaneous action of different parameters (e.g. tide,
instrumental drift, pressure, temperature and humidity) cannot be separated with frequency filters,
since the spectrum of each component of various origins has wide intervals of superposition. The
wavelet decomposition could be suitable for the construction of a non-linear multi-regression model
that could enable a simultaneous correction of the main perturbing processes. Moreover, frequency
domain filtering does not always work well because: (i) it globally removes frequencies causing a
generalized smoothing effect that substantially broadens features of interest; (ii) depending on both
cut off frequency and filter order it also could introduce edge effects and distortions of the original
signal; (iii) it does not allow to study local features of the signal in the time domain.

Furthermore, the wavelet based filter does not require any tuning of parameters to produce results as
good as the best achieved with frequency domain filters. This makes the process faster and more
convenient. Finally, this paper stresses that the wavelet transform has others advantages over
Fourier transform: multi-resolution decomposition and time-space localization, two important
characteristics for denoising problems.
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Abstract

Based on the 5-year length of tidal gravity observations recorded with a
superconducting gravimeter at Wuhan International Tidal Gravity Reference Station,
the special gravity signals associated with the possible Earth’s solid inner core
translational oscillations in sub-tidal bands are studied by using for the first time a
wavelet transformation technique. The analysis is conducted on tidal gravity residuals
after removing the synthetic tidal gravity signals and air pressure perturbation from
original observations, demonstrating that there exist gravity oscillation signals at 4~6 h
bands with amplitude at the ngal (102g) level. However, it is found that the frequency
and amplitude of such kind of oscillation signals change with time, and the analysis
shows that these oscillation signals are provoked probably by some non-continuous
source with very low amplitude.
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1. Preliminary statements concerning dynamics of Enceladus

The medium size, spherical satellites of Saturn turned in synchronized rotation in the
early stage of their history, what means their orbital and rotation periods are the
same. Consequently their tidal bulge has no motion in a coordinate system fixed to
the body of the moon, therefore there is no tidal friction influencing the axial rotation
spin and dynamical processes on and within the celestial object. This passivity
disappears however if the orbit is locked in the resonance between the orbital periods
of members of the satellite system. This resonance generates a forced eccentricity
which leads to temporal variation of the tidal bulge due to central body of the system.
Enceladus is one of the innermost moons of Saturn. The most remarkable types of
tectonic features found on Enceladus are faults that can run up to two hundred
kilometres long, which cross older, tectonically deformed formations. The origin of
these global linear structures should be related to tidal activity generated by the
Enceladus-Dione 2:1 resonance. Tidal heating is resulting perhaps also from this
orbital resonance with Dione, which powers the water volcanism imaged by Cassini
spacecraft in 2005.

Fig.1. Distribution of linear structures on the surface of the Earth

Fig. 1 shows lineaments detected on the Earth over the former USSR with the use of

.

satellite telemetric investigations during eighties of XXth century. (Brjukanov et al.,
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1984). These structures, which were found in other parts of the Earth too, have
regular distribution over the planetary surface and possibly are related to despinning
of axial spin. Similar fault-lines are visible on the surface of Enceladus (Fig.2) what
can be in principle also associated to resonance supported tides of Enceladus.

Fig.2. Distribution of linear structures on the surface of the Earth

The aim of investigation carried out by the author is to model contribution of the tidal
phenomenon in dynamics of Enceladus. The mathematical modelling of the tide
generated normal (radial) and tangential (tangential) distribution in the icy “mantle” of
Enceladus was carried out. With the use of these results the magnitude of tidal
heating was estimated.

2 Description of elastic deformations of spherical body

The stresses produced by tidal forces were studied by inhomogeneous differential
equations of elasticity for a gravitating globe, which are generally used in earth tidal
research. Elastic deformations in this system can be characterised by dimensionless
functions of Love and Shida: H(r) describes the vertical, T(r) the horizontal
displacements and R(r) gravitational potential associated with elastic deformation.
p=(r) and A=A(r) are the Lamé parameters, p=p(r) is the density at a r distance from
the centre. W=W(r) describes the gravity potential, while n is the degree of spherical
harmonics and G is the gravitational constant. If the notation system introduced by
Molodensky (1953) is in use the corresponding differential equations are:

—l:,u(T' + H—ETH = p(R+WH) +AF +2 ﬂ[2H+T’——n—ﬂilT}
r

r r

r

—(ﬂF+2yH’)’=p(R+W'H)'—pW’F+4#(H'——I!—)—£(—'—1—j—_—1—)—y(T'+M—4£)
r

r ¥
R =2 R+ 2D p o 40G(oF + p'H)
r r
n(n+1)
I S . Lk VA
r r

(All differentiations (") are carried out with respect to the radius r )
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From among the six boundary conditions three refer to the surface (r=a). By the
definition of elastic theory of tidal deformations N(a)=M(a)=0. At the core boundary
r=b N(b) is equal to the hydrodynamic pressure and the value of M(b) depends on the

structure of the core.
To determine the normal (radial) and tangential (horizontal) stresses the following

auxiliary relations are valid

N =(ﬂ+2,u)H'+ﬂ,[£H— ”(”:’I)T]
r r

M =;.{T'-3T+H)
r

3. Model of Enceladus used for aims of present investigation

The data listed in Table 1 show characteristics of Saturnn’s moon Enceladus.

Table 1. Characteristics of Enceladus (Porco et al, 2006)

Orbital characteristics Physical characteristics
Semimajor axis (Rg): 2.37948-10°m Mean radius (ag): 2.521-:10°m
Eccentricity(eg): 4.5:107 Mass (Mg): 1.08:10°° kg
Orbital period (Tg): 1.3702 day Volume: 6.712:10"° m®
Mean surface temperature: 75 K Mean density(og): 1610 kg-m™
( Mass of Saturn (M): 5.68-107 kg) Surface gravity: 0.078 m-s™

If the physical parameters of Enceladus and another significant Saturn moons

( Mimas, Thetys, Dione, Rhea, Titan, Hyperion and lapetus ) are compared it turns
out that the Enceladus has a relatively high average density (see Table 1). It means
that due to the fact that his surface is composed by water ice Enceladus should have
an inhomogeneous inner structure with a denth core. For the purpose of present
study a two layered somewhat arbitrary selected model was used: ‘

- icy” mantle 12r/a>0.55
- jrocky” core 0.552r/az0

The physical parameters of such an artificial model of Enceladus are described in
Table2.

Table 2. Physical properties of the model

Mass Volume DensitBy i} A

(kg) (m®) (kg'm™) GPa GPa
Licy” mantle 6.1510" 5.59-10™° 1100 5 5
rocky” core | 4.64-10" 1.12:10™° 4150 20 20
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In the above model the Lame parameters are taken equal (u= A) and the effect of
increasing hydrostatic pressure along the radius was not taken in consideration.

The numerical solution of the sixth order differential equation in case of n=2 for the
auxiliary functions ( expressed in relative units ) within the “icy mantle” gives auxiliary
functions Mx(r) and N(r) in the form shown in Fig. 3.

Fig. 3. Distribution of the auxiliary functions My(r) and Ny(r) within the mantle
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The experience of the study of very different models of the Earth shows, that the
general trend remains similar for essentially different models of the mantle in case
when the depth of the core-mantle boundary remains the same (Varga, 1985, 1988,
1992). If the core radius decreases ( i.e. in case of reduced inhomogenity of the
planetary body ) the relative maximums of Nx(r) and M, (r) are displaced to the
deeper parts of the mantle.

4. Tidal heating of Enceladus

Due to synchronous rotation of Enceladus the tidal bulge varies only due to forced
eccentricity caused by 2:1 orbital tidal resonance with Dione. The corresponding
variation of second degree tidal potential can be given with equation

2
AW. =M(§COSZ\{1_1)(_’Z_) _ e
? R, 2 2\a, ) (1—e;)R;

The normal and tangential second degree tidal stresses can be expressed with the
use of auxiliary functions No(r) and Ma(r) (Fig. 3)

041 =Ny ()22 (;—)
As AT LAY 4 \2

The stress generated energies Ey or Ey in a volume V/(r) can be obtained with

11230



£ =22v()
2p
Results of calculations carried out are plotted on Fig. 4.
It can be concluded that most of tidal energies are concentrated in the middle of the
somewhat arbitrary chosen mantle. It is so - independently from the selected model -

because of features of Nx(r) and M(r) (Fig. 3) and due to (L) in expression
a

for the tidal potential. This energy concentration in the middle of the mantle can be
illustrated by the distribution of focal depths of quakes of the Moon (Nakamura,

1983).

Fig. 4. Energy due to tangential (£,,) and normal (Ep) stress within the mantle
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For energy dissipation within the Enceladus (Mz=1.08-10% kg) one gets

dt |g

Here J is the mechanical equivalent of heat (=4.182 Joule), o expresses the specific
heat (=0.2). To calculate the warm up K (in degree/s) we got for dissipation from
AE~10"" Joule and AT=1/2 Tg= 0.6851 day

_[ﬁ} =8.4-10" Joule/s.
E

dt

This way for the warm up we got K=1 .4-10°® degree/s. This means that during 300-
350 year the temperature enlargement in the “middle mantle” can be =200Kelvin.
(For a comparison for the Earth K=1.4:10"° degree/s i.e. 3Kelvin during 1 0° year)

5. Tidal friction due to irreqular axial rotation along eccentric orbit.

Applying Kepler's third law to the Saturn_Enceladus system orbital velocity of
Enceladus in case of circular motion is
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3
ng =+ GMs+Mpg)ag
In case when the axial rotation is syncronized @, = ng

and due to the forced eccentricity caused by Dion the magnitude of orbital speed
variation is

Any =262 (M s + M) a3 L - (- )]
Ang~10°"°/s

This means that the librational motion of Enceladus on ist orbit around Saturn (Fig. 5)
is £8.6°.

Fig.5. Librational motion of Enceladus

, Enceladus '
1
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This motion produces an additional heating independently from the inner structure of
Enceladus. The amount of heating generated in this way will be discussed in a future
contribution.

5. Conclusions.

The tidal stresses and energies as it is shown by earlier model calculations for a
spherical non-rotating, elastic and isotropic Earth are generated chiefly in the middle
part of the s mantle. This conclusion holds in case of another bodies of the solar
system too. This circumstance allows extend the traditional field of earth tide studies
to the problems of planetology. By definition tidal stresses are equal to zero both at
the surface and the centre of celestial bodies: at the planetary surface N(r)=M(r)=0
while at the centre the tidal potential AW=0.

The tidal heating can warm up and melt the inner part of the Enceladus at the depth
interval 15-160 km. This way, the fountain-like plumes detected by the Cassini
mission can be explained. In case of reduced of reduced inhomogenety (expressed
in lower mean density values), the tide generated heat moves to the deeper parts of
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the moon. Possibly that is the reason why in case of other moons ofSaturn there is
no similar volcanic activity observed.

Tidal friction due to irregular axial rotation along eccentric orbit can be an another
source of tidal heating, which needs further investigations.
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AT JOZEFOSLAW OBSERVATORY
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1. INTRODUCTION

Installations of the absolute gravimeter FG5 No 230 in Astro-Geodetic Observatory at
Jozefoslaw in June 2005 gave the possibility for the continuation of the gravity
behaviour monitoring. The previous investigations were performed using ballistic
(symmetric) gravimeter ZZG, constructed in Poland. The paper presents results of
semi-annual interval of determinations of the gravity and geophysical phenomena
appeared in non-tidal frequency bands. At the laboratory the tidal gravity
measurements have also been performed since 2002 using LC&R ET-26 gravimeter.
This elaboration also deals with the results of three and a half years cycle of gravimetric
tidal observations adjustment. It also presents the influence of the environmental
parameters (seasonal loading effects induced by air pressure and ocean, surficial water
table, soil moisture and the rainfall as well) to the gravity changes.

2. GRAVIMETRIC LABORATORY

In 1996 Polish State Committee for Scientific Research decided to assign the founds for
a new building of the Observatory. The construction ended in 2000. Several scientific
laboratories were established and one of them was gravimetric laboratory placed in the
Observatory’s cellar, 6 m depth mostly to avoid microseimses (fig. 1).

Fig. 1. Gravimetric laboratory at Jozefoslaw Observatory.
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3. TIDAL GRAVITY MEASUREMENTS

Continuous tidal gravity measurements have been conducted since January 2002 using
LaCoste&Romberg ET-26 gravimeter. The instrument is placed in the electronically
controlled thermal chamber, sampling rate is one minute with the time stability
controlled by Internet. The data stored from 2002 are presented in fig. 2.
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Fig. 2. Tidal data [nm/s’].

The data adjustment of this data was made using ETERNA v. 3.4 (Wenzel, 1996). It
shows that the accuracy is 8.4 nm/s’, but if we divide the data into one-year blocks we
obtained:

g 2002 = 4.4 Ilm/SZ, Mg 2003 = 4.5 Ill’n/SZ, Mg 2004 = 4.6 nm/sz, Mg 2005 = 2.3 nm/sz.

These accuracies are not comparable to the accuracies of superconducting gravimeters,
but we have to point out that these observations are the most precise that were ever
carried out in Poland. The results of tidal data adjustment are presented in fig. 3 and 4.

Fig. 3. Amplitude factor.
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4. ABSOLUTE GRAVITY MEASUREMENTS

The absolute gravimeter FG5 No. 230 has been installed at Jozefoslaw observatory in
June 2005.

Fig. 5. FG5 No 230 gravity meter in Jozefoslaw.

From this time the repeated gravity measurements regularly once a month have started.
Standard procedure of measurement embraces 24 hours cycle with 24 sets. Typically
g value is obtained from 2400 drops. Gravity station in Jozefoslaw Observatory offers
good stability, so precision of a single drop is ca. 7 - 8 puGal. This precision makes
possible to obtain 2 pGal precision of final g value, with about 1 uGal set scatter.

The raw values of g are corrected by:

° elastic earth tides (ETGTAB procedure) with common standard coefficients;

° barometric effect;

° polar motion influence;

° ocean mass loading;

and referred on 100 cm level above pillar. The changes of gravity are presented in fig. 6.
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Fig. 6. Changes of gravity [nm/s*].
5. SUPPORTING OBSERVATIONS

Together with the gravity changes we monitor and determine influence of the
environment. The following supporting observations are conducted:
o ambient pressure, temperature and humidity;
soil moisture;
rainfalls;
ground water table;
SnOW coverage.

5.1. Ambient pressure, temperature and humidity
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Fig. 7. Changes of ambient pressure [hPa] in 2005.
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Fig. 8. Changes of ambient temperature [°C] in 2005.
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Fig. 9. Changes of ambient humidity [ %] in 2005.

The effect of the atmospheric influence to the gravity calculated using single regression
coefficient determined in previous researches (Bogusz, 2000):

Ag [nm/ 5 ] =-3.450* Ap[hPa]

Aulmm]=0.3575* Ap[hPa] M

are presented in fig. 10.
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Fig. 10. Changes of atmospheric gravity effect [nm/s?] in 2005.
5.2. Groundwater level observations

The ground at the Observatory is composed mostly of the sand and clay (fig. 11).

Him) plezometer

o .| ground water
: level

Fig. 11.

This is not very comfortable situation because clay keeps water. The piezometer to
observe changes of water level is placed near the building of the Observatory to make
the proper correction due to these changes. The fig. 12 presents the changes of the water
table.
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Fig. 12. Changes of the water table [m] observed in 2005.

Using the equation derived from the previous researches (Barlik at. al., 1989):
Ag [nm/s*]=102.7-AH [m] 2)

we obtained changes of the gravity due to water level changes (fig. 13).
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Fig. 13. Changes of the gravity [nm/s"2] due to the water level changes.

5.3. Soil moisture determinations

In 2005 we have made the test measurements of the soil moisture changes at two points
at 0.5 m depth, which are presented in fig. 14. We plane to put in 2006 sensors to
measure the soil moisture continuously.
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Fig. 14. Soil moisture changes [ %] observed in 2005.

5.4 Changes of precipitation

In 2005 analog instrument for rainfalls measurements were put in the Observatory to
make test measurements (fig. 15). We also plan to establish permanent recordings of the
precipitation.

od
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Fig. 15. Changes of precipitation in 2005 [mm].
5.5 Snow coverage observations
During winter measurements we have also monitored the height and density of the snow

coverage. We considered that the slow drift of the gravity which can be clearly seen in
fig. 6 can be explained by snow and ground water influence.
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Fig. 16: Gravitational effect of a snow layer at Jozefoslaw.

6. SIMULTANOUS GRAVITY OBSERVATIONS

Before the ET breakdown we have made three simultaneous determinations of gravity
using also FG5. Fig. 17 shows that the ET is quite well calibrated but the work on
calibration will be done in the near future.
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Fig. 17. Simultaneous gravity observations.
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9. CONCLUSIONS AND PLANS FOR FUTURE

The paper presents a situation conditions in the Astro-Geodetic Observatory at
Jozefoslaw and possibilities in the field of gravity changes monitoring there using the
absolute gravimeter as well as gravimetric tide registration. Authors presume that our
gravimetrical laboratory supplies good conditions for localisation there the comparison
centre for absolute gravimeters in the region of Central and Eastern Europe. The
monitoring of gravitational effects of geophysical phenomena gives possibility to
improve gravimetric determinations and to compare them from epoch to epoch as well.
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Abstract

In September 2005 a 4-component borehole strainmeter was installed in a borehole inside
the gallery of the Geodynamic Observatory Moxa, south of Jena, Germany. There, two
quartz-tube strainmeters are recording along the two perpendicular axis of the gallery, as
well as a laser-strainmeter connecting the end points of the quartz tubes. The borehole
strainmeter comprises four strain gauges: three in the horizontal plane and one gauge for the
vertical component. A fifth channel provides the temperature.

The strain sensor consists of a small magnetometer, the linear potentiometer FS-3791
invented by MACOME Corporation, Japan. The resolution of the strain sensors over the
diameter of the sonde of 104 mm allows the detection of the tides as well as seismic signals
with a high dynamic range. 1 ym corresponds to about 400 mV equivalent to 10* nstrain.
Thus, the output signal of 1 mV equals 2.5 nm (~ 25 nstrain). The analog data is filtered and
sampled every 10 seconds. The signal magnitude is in the order of some millivolts. Therefore
the data is amplified by a factor of about 10, and the offset can be corrected before
digitization. The first results presented here are promising.

Keywords:, borehole strain measurements, geodynamics, Geodynamic Observatory Moxa

1 Introduction

Continuous multi-component monitoring of crustal activities is the special field of co-author
Hiroshi Ishii: He built several borehole devices comprising sensors for the monitoring of tilt,
strain changes, seismic waves, magnetic field and temperature. Such instruments are
installed in boreholes, the deepest drilled up to now being 1200 m (Ishii et al., 2003; Okubo
et al., 2004; Asai et al., 2005). Thus, the design of the borehole sensor is adaptable to
different tasks. The sonde provided for the Geodynamic Observatory Moxa consists of four
strain sensors (three in the horizontal plain, one in the vertical), and a temperature sensor is
suitable to monitor the conditions of the location (at the beginning especially the progress of
hardening of the concrete to couple the sonde to the surrounding rock).

Besides other geophysical instruments, in the Geodynamic Observatory Moxa also
three strainmeters are operating: These are two quartz-tube strainmeters (each 26 m long),
oriented North-South and East-West, and one laser-strainmeter in a horizontal borehole
(38 m) which connects the end points of both quartz-tubes to form a right angled triangle
(Jahr et al., 2001; 2006). In the junction of the two galleries containing the quartz-tubes we
drilled a 10 m deep borehole for the installation of the borehole strainmeter. To fix the
strainmeter in the borehole an expanding cement is used. For Moxa observatory the
provided borehole sensor comprises 3 horizontal strain sensors at different orientations (0°,
120°, 240°), a vertical sensor and a temperature sensor.

2 The borehole strainmeter: Sensor and calibration

The sensor consists of a mechanical sensor operating like a miniature fluxgate
magnetometer. Fig. 1 shows a sketch of this device. It consists of a pair of magnets whose

* Corresponding author: gerhard.jentzsch@uni-jena.de
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north and south poles are aligned opposite, such that a strong magnetic field gradient
emerges (top left). The miniature sensor is given in the center and its orientation on the right.
The travelling direction is up and down in parallel to the paper surface. The sketch below
shows the perpendicular direction to demonstrate the importance of the alignment along the
center, and the air-gap, crucial for the sensitivity and the resolution of the signal. The
displacement is monitored by the relative movement between these magnets and a very
small fluxgate magnetometer (Linear potentiometer FS-3791, MACOME Corporation, Japan).

Traveling Directian

0.5  REZ

Uevialion [ros the cenler

%

: 1— ©

Hzad nounting angle

Air-gap

(Oparaling distance)

Fig.1. Sketch of the magnetic displacement read-out system (Linear potentiometer FS-3791
by MACOME Corporation, Japan; from the manual, courtesy by MACOME).

In order to increase the resolution a mechanical unit is used to amplify the deformation
signal by a factor of about 40. Fig. 2 shows the mechanical amplifier. The displacement
signal is fed into this plate and amplified in three stages due to the lay-out of the hinges.

The calibration function is determined in the laboratory. Fig. 3 shows one example.

Fig. 2. Mechanical amplification
device: Note the hinges which

take care that the input
deformation is amplified in
several stages. Finally, the

deformation is read out by the
magnetic sensor.

Since the diameter of the borehole instrument is only 0.104 meter, the resolution of the
magnetometers have to be very high. Fig. 4 shows a section of the calibration function of the
sensor HS-3. The other three sensors have similar relations, but different offsets. The linear
factor is the amplification factor which has to be multiplied with the amplification applied in
the second step. The factor here is 370.7428 mV/um, with a very small error of < 0.5 %.
According to the calibration table of sensor HS-1 we have the relations:
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Fig. 3. Calibration function of one of the sensors (millivolts / vertical axis versus
displacement / horizontal axis); note linearity around zero (from the manual, courtesy by
MACOME).

1 ym= 370.7428 mV correspondingto 0.96 * 10* nstrain
1imV= 270 nm correspondingto 27.0 nstrain

Since the strain changes to be observed are in the order of magnitude of about
50 nstrain it is clear that the calibration factor is not critical. But, before amplifying the signal
for digitisation we have to determine its level and note the factor. If there is no strong drift
over several micrometers (which is normally not to be expected) this factor can be used
throughout.

In order to digitise the data we first apply analog filtering (anti-aliasing) with a cut-off of
about 20 mHz. In this step we have the opportunity to compensate the offset, if necessary,
and the signal is then amplified by a factor of about 10 (HS-1: 9.93; HS-2: 9.66; HS-3: 10.00;
VS-1: 10.04). Then, we sample the data every 10 seconds using a HP34470A (Agilent,
resolution 24 bit), multiplexing all four channels and the temperature channel. In addition we
also record one of the strain outputs directly for comparison.

The whole sonde has a length of 1.22 meters. It comprises of four sections: At the
bottom is a weight to reduce buoyancy, two sections contain the horizontal and the vertical
strain sensors, respectively, and one section on the top contains the electronics and the
temperature sensor. The borehole has a diameter of 150 mm, and a depth of 10 m. Actually,
the borehole was drilled more than two meters deeper, but an inclining fault was detected,
and, thus, it was decided to fill it with concrete up to the installation depth of 10 m. The
installation was carried out such that a rod was fixed to the top with a mark indicating the
orientation. Later, the borehole was filled with an expanding cement mixed according to a
special recipe. The strainmeter was pressed into the fluid cement, and the orientation was
kept by turning the rod accordingly. Finally, it was oriented such that channel HS-1 points
towards east.

Although the cement was filled up to the top of the borehole, its volume was reduced
during the drying out time. Now, we have about 2 meters between the top of the cement and
the gallery floor which can be used to calibrate the strainmeter by taking out and/or filling in

water.

2 Data and first results

It took about four weeks for the cement to dry out, which was monitored by the temperature
and the strain changes. Fig.5 gives the data for the first period, September 12 until
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November 4, 2005. During this period we recorded with a reduced resolution of 10 percent to
avoid the data going off scale. Thus, the amplitude scales (on the left) have to be multiplied
by a factor of 10. The scale on the right denotes the temperature in degree devided by 10:
The temperature of the rock is about 7.5° Celsius. The reasons for the two small steps are
unknown.

Fig. 6 shows a section of the data of channel 2 (SH-2) pointing 210°, November 24 until
December 10, 2005. The output in volts has to be converted to nanostrain using the
calibration provided in the manual. The tides are clearly visible, as could be expected. The
recording unit used now amplifies the signal by a factor of about 10.

3 Discussion

The borehole strainmeter runs in parallel with the above mentioned quartz-tude strainmeters
and the laser strainmeter. Therefore, it is most interesting to compare the observed borehole
strain with these long-based instruments. As a first example of this comparison we show a
spectrum of both East-West components (Fig. 7). For this comparison we used a section of
33 days, filtered the data to hourly samples and computed the spectra. The time interval is
February 5 — March 9, 2006. Both spectra are calibrated and the amplitudes can be
compared directly. As can be seen, the noise levels are about the same, especially in the
long-period part, but the tidal amplitudes are a little different.

Since the calibration is still preliminary and has to be