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1st Meeting of the

"Working Group on Data Processing in Tidal Research”

Bonn 14 th - 16 th march 1878.

At the Bth International Symposium on Earth Tides in Bonn, 19th - 24th September
1977, the President of the Permanent Commission on Earth Tides has appointed

the "Working Group on Data Processing in Tidal Research” . Furthermore, the
Institut fdr Theoretische Geod8sie, Bonn, has been charged with the organi-
sation of the 1st meeting in March 1878.

This meeting took place from March 14th to 16th, 1978 at the Institut fdr
Theoretische Geod&sie, 5300 Bonn, Nussallee 17, Federal Republic of Germany.
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A REVIEW OF THE OBJECTIVES OF TIDAL ANALYSIS

T.F. Baker, Institute of Oceanographic Sciences, Bidston,
Merseyside, England

(Paper presented to the Working Group on Data Processing in
Tidal Research, Bonn, March 1978)

ABSTRACT

The objectives and required accuracy of tidal analysis
procedures are examined. It is not sufficient to state that
tidal analysis is required to be as accurate as possible.

The accuracy required depends upon the physical problem under
investigation and the constituents being considered. An
understanding of the mechanism of the signal generation and

its perturbations are essential.

1. INTRODUCTION

Over the last 15 years with the wider use of computers
there has been a rapid development in the quantity and
quality of the data analysis methods used in Earth Tides.
In many ways tidal analysis has become a specialist discipline
in its own right. Howeverg there are clearly dangers in this
since a detailed understanding of the physics of the signal
generation and its associated perturbations is necessary in
order to perform a satisfactory analysis. Many of the methcds
involve implicit assumptions based on the hypothetical concept
of a pure body tide signal. Even in the centre of continents
the ocean loading can be as large as 20% of the body tide
signal. In a separate paper [3} it is shown that due to the
dynamic response of an ocean basin, the tidal potential
relatibnships are not always adequate for defining the non

separable waves within a group.

A further problem arises from non-linear waves due to
shallow water loading, the site geology or the instrument E33 .
These non-linear waves can be important both in the main tidal

bands and at higher frequencies.

Multichannel inputs must be considered if the analysis

results are not to be biased by the effects of ambient
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temperature, thermoelastic tilt, rainfall, air pressure,
changes in water table etc. Consideration of some of these
inputs may be important for tidal gravity if we are to achieve
the precision required for the ocean tide inverse problem [l] .
For tilt and strain, it may be argued that sites, such as

deep mines, should be used such that the effects of these
other inputs are minimised. However it turns out that such
sites generally have strain-tilt (strain-strain) coupling
perturbations that are impossible to model [l} . It will
probably be necessary therefore to use other techniques such
as boreholes or shallow trenches fZ] . In some cases the
reduction in the coupling perturbations may be achieved at

the expense of increased meteorological noise, thus increasing

the importance of multichannel modelling.

Tidal parameters can only be used for physical inter-
pretation if realistic error estimates are given. Again
this can only be achieved if we have some understanding of

the physics of the noise processes.

The many different methods of tidal analysis that have
been developed often give significantly different results
when applied to the same data and it is important to understand

the fundamental assumptions that lead to these differences
[6,7].

2. REQUIREMENTS

The required accuracy and the numier of waves to be
considered depend upon the physical problem under investigation
and the magnitude of the associated noise. In oceanographic
work it is common to use only 20 to 30 astronomical waves
(plus several shallow water waves). These waves are corrected
for the 9 and 19 year variations using tables of so called
nodal factors f4] . Errors obviously arise from the many
neglected small waves in each wave group which can lead to
half yearly or yearly astronomical modulations of monthly
analysis results. In the M, group, for example, the
Cartwright-Tayler-Edden tables contain 19 waves and the
neglected waves can give rise to a 1.3% modulation in Mjp.

In general, however, an analysis accuracy of 1 or 2% is

sufficient for most purposes since there is a large amount

U -~ TR R S [ U T SO TSR Y g B
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and there are difficulties due to complex non-linear inter-
actions in shallow water. For specialised research purposes,
particularly for sites with lower noise or where long series

of observations are available a more complete tidal development

is normally considered.

2.1 Tilt and strain

There are very few, if any, measurements that have been
made where it can be guaranteed that unknown strain-tilt
(strain-strain) coupling perturbations are less than 5%. 1In
most cases these perturbations are much greater. Clearly
therefore an accuracy of 1 or 2% in the analysis is all that
is required at the present time. Also, for geophysical
investigations it should be noted that there are very few
sea areas in the world where even M5 is known to better

than ¥5% in amplitude and ¥5° in phase.

At this stage, therefore, it is unnecessary to use 363
astronomical waves as in Venedikov's least squares method or
505 waves as in Chojnicki's least squares method. 30 or so
waves in an analysis are sufficient. It is probably more
important to consider multichannel inputs and non-linear

waves than to extend the number of astronomical waves.

If we wish to examine waves other than the 5 major waves
(My, So, Ny, O3 and Kj) then a fuller astronomical development
is required (e.g. for examination of the core resonance).
Since, however, cotidal maps are not available for the smaller
waves, then ocean loading corrections cannot be made. The
smaller waves are therefore difficult to interpret, although
they may eventually prove useful for the ocean tide inverse
problem. With the smaller waves the effects of noise are
relatively more important and a spectral analysis of the
observations (high pass filtered) and of the residuals is

essential in order to assess the significance of the results.

2.2 Gravity

It has been clearly demonstrated that tidal gravity is
relatively insensitive to the elastic properties of the Earth.

: Ny
The principal use of tidal gravity measurements is “¥herefore
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for the ocean tide inverse problem. It has been shown [l]
that due to the non-uniqueness and ill-conditioning of the
tidal gravity inverse problem, all experimental errors must
be reduced to a minimum. This, of course, includes errors

arising from the data analysis.

In order to illustrate this point, let us consider a
typical inverse loading problem. Consider a pair of stations
operating for 6 months and suitably situated for examining
the North Atlantic tides - a station in mid-France and a
station in mid-Germany. It has been shown [l] that in order
to reduce the non-uniqueness, it is essential to use the
differential signal between pairs of stations. Loading
calculations show that in this case we can expect a differential
My loading signalAg of 1 microgal. Using typical internal
errors from Venedikov analyses for Geodynamics (or Askania
GS 15 or LaCoste G) gravity records of 6 months duration,
we can expect root mean square errors of~ 0.04 microgals in
the semi diurnal band and~ 0.06 microgals in the diurnal band

ji.e° approximately 0.1% error in My and O.2% error in 01).

We know the approximate differential loading Dg between
the two stations for other constituents by using the amplitude
relationships from tide gauges (3] . Then, using the above
typical errors we obtain the following table for the errors
in the observed differential gravity due to internal errors
only:

error in Ng

oe

Ag (microgals)

M, 1 6%
Sy 0.33 17%
N, 0.2 28%
01/K1 0.04 200%

We need an uncertainty in Ag of less than 5% in order to find
new oceanographic information. Thus we require:
Systematic errors + internal errors + analysis errors £ 0.1%

of the amplitude of the tidal constituent.

Three important points should be made at this stacge.
(1) These internal errors are typical for gravity measurements

in Europe with Geodynamics, Askania GS 15 and LaCoste G
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gravitymeters. For the LaCoste tidal gravitymeters and
the superconducting gravitymeter the errors can be
reduced typically by factors of 2 and 3 respectively.
For tidal gravity profiles in some areas of the world,
the errors are 5 to 10 times larger.

(2) Generally the above internal errors are smaller than the
systematic errors, particularly those arising from pdor
intercalibrations of instruments (amplitude and phase).

(3) The large 01 and K1 % errors are due to the small
amplitudes of the diurnal tides in the N. Atlantic.

The % errors would be smaller for other ocean basins.

The major problems at the present time are instrumental
and experimental. However, in the context of this meeting
it should be noted that the differences between different
analysis methods when applied to the same gravity data are
of the order of 0.5% even for the larger constituents Lol .
This means that instruments used in World gravity profiles
must not only be all regularly intercompared at base stations
but also, if different analysis procedures are used, then

they also must be compatible to a very high aécuracyo

An examination of analysis results by different methods
shows that many of the differences arise from small differences
in the theoretical tides used in the methods. Differences are
often of the order of 0.3% and arise from differing geodetic
and astronomical coefficients and the inclusion or exclusion
of the ellipsoidal correction and the inertial correction.
Since small changes of this order are inevitable in the future,
we must be careful to ensure that it is absolutely clear what
coefficient and corrections have been included. In this
context, the differences between the methods are much smaller
if the amplitudes in microgals are used rather than the §
factors. The results in microgals are more fundamental since
they are the physical quantities recorded and differences in §

arise by normaliziné using differing theoretical tides.

From the above it is clear that for the inverse problem
we alsoc need realistic estimates of the errors of the tidal
constituents. Unfortunately the different methods also give

widely differing error estimates. These are usually based on
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a white noise assumption, either across the whole spectrum
Or across individual tidal bands. It is essential that the
residual spectrum is used to obtain more realistic error
limits [8] . Similarly, it is important to consider the time
variation of the tidal constituents using shifting analyses
[5). The residual spectrum and the time variation of the
constituents not only give more realistic error limits but
may also contain interesting physical information about the

instrument, the Earth or the oceans [3] .

It is clear from these discussions that, at least for the
immediate future, the analysis requirements for tidal gravity

are an order of magnitude greater than for tilt or strain.

3. CONCLUDING REMARKS

Taking into account all the above requirements that are
necessary for physical interpretation of the data, any future
analysis program should include the following points in its
procedure and presentation:

(where necessary notes for additional clarification of the

requirements are included in parenthesis)

(1) The analysis procedure should be based on least squares
[6,7].

(2) For harmonic methods, the full Cartwright-Tayler~Edden
potential should be used. (A listing of the theoretical
tides at the station should be given).

(3) More realistic error limits based on the residual
spectrum should be given [8)

(4) An indication of the time variation of the main tidal
waves should be given. (This gives information on
instrumental performance and the changes with time in
the response of the Earth or oceans). [5],

(5) Non-linear waves should be included in the least squares
analysis (3] .

(6) For non-separable waves, an attempt should be made to
allow for departures from the equilibrium response to
the potential [3]

(7) Multichannel inputs should be included. (Experimental
investigations are required in order to establish the
physical mechanisms of meteorological and environmental

perturbations).
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(8) Full details of the numerical filters used should be
given,

(9) In addition to § or ¥ factors, the results should be
given in fundamental physical units (microgals or
milliseconds and phases). (The given amplitude should
be for the main wave in the group).

(o) a complete description of the experiment should be
given:-
station, instrument, dates, amplitude and phase
calibration methods, azimuth and azimuth accuracy,
experimental difficulties etc.

((a) It is impossible to give sufficient information
in a short computer listing for satisfactory
assessment and interpretation of the experiment.
A full text is required.

(b) Phase and azimuth conventions should be clearly
stated.)

(11) For tidal gravity, Ms> and O1 results with dates and
errors should be given for previous measurements with
the same instrument at the fundamental base stations.
((a) For the inverse problem very accurate absolute

calibrations of amplitude and phase are not
required but an accurate relative calibration of
all instruments is essential. The previous base
station values allow the determination of the
relative calibrations of the instruments and
also provide a check on the variation of instru-
mental constants with time.

(b) One fundamental base station is required in each
'‘geographical area' and should be acCurately 'tied!
in to the other fundamental stations.

(c) If amplitude and phase corrections have already
been included in the analysis in an attempt to
obtain better absolute parameters then these
corrections should be stated explicitly since
it is inevitable that they will change as further

experimental work on calibrations is performed.)
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(12) Plots of the amplitude factors (§,%) and phases as

functions of frequency (i.e. the response functions)
with error bars should be provided [3) . (These plots
assist in the identification of non-linear effects and

other input channels).

(13) Plots should be given of the observed and the residual

spectra. (For assessment of signal to noise ratio,
physics of 'noise' processes and error limits on tidal

constituents.,

(L4) Plots should be given of the observed and the residual

time series. (For assessment of variation of signal

quality and examination of non-stationary noise).

(15) A secondary print out of the results should be given

(both amplitude and phase) but with the theoretical body
tide removed. (For assessment of the magnitude of

the load tide signal and/or the magnitude of coupling
perturbations) .
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Unified Presentation of the Tidal Force Development

with Respect to Different Spatial Coordinate Systems.

by Klaus SCHULLER,

Institut fiir Theoretische Geodidsie der Universitdt Bonn
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ciated forces are discussed in spatial cartesian
spherical and ellipsoidal coordinates. The properties
of the different systems are evaluated and the trans-
formation laws are presented by means of the tensor
calculus. Special attention is devoted to the spatial
ellipsoidal coordinate system because it represents
the reference system with respect to the orientation

of tidal instruments.

I. Formulation of the Problem

As the tidal force in a point P of a rigid model earth depends
on the actual positions of moon and sun, the tidal potential
may be written as a function of astronomical constants {a},
the coordinates bllof the position vector T of P in an arbi-

trary coordinate system and the time variable ¢
Vo= V(bL,b%,0°,{a},t) (1.1)

In this paper we shall discuss the representation of T in
different coordinate systems and therefore the dependence of V
]

on {a} and t is dropped for the moment, so
V oz V(bt,0%,b°) (1.2)

From potential theory it is well known that the application

of the Nabla-operator V will lead to the components of the force
associated with V. However, the components of the Nabla operator
itself depend on the actual choice of the coordinate system. In
the following the properties of the spatial ¢artesian , spherical
and ellipsoidal coordinate systems are evaluated, their trans-

formation laws into each other are presented, and the Nabla=-



4580

operators of the different systems are worked out. As the
orientations of tidal instruments coincident with sufficient
accuracy with the ellipsoidal normal of the reference ellipsoid
of revolution (I.U.G.G.1967), it is shown how to derive the

resulting tidal force components into the desired directions.

II. Transformation Properties between Spatial Cartesian ,

Spherical and Zllipsoidal Coordinate Systems

As it is shown in a lot of geodetic textbooks (e.g. TORGE 1975),
the following transformation equations are valid (see Fig.1)

a) cartesian (xV) - spherical (oh)
= r cosf cosi = clcosogcoso5
9}
= r cosB sink = olcoso‘sino3 (2.1)
= r sinB = olsino2
. i . . i
b) cartesian (x7) -- ellipsoidal (n7)
xt = (N+h)cosB cosL = (N(n2)+n1)cosn2cosn3
e . (N+h)cosB sinL = (N(n2)+nl)cosn2sin n3 (2.2)
W2 = ((1-e2)iem)sinB = ((1-eD)N(n2)+nl)sin n®
c) spherical - ellipsoidal
9]
r = J(N+h)2c0s°B + ((1-e°)N+h)°sin’B
2 .
B = arctan (N(1-e”)+h)sinB (2.3)
(N+h)cosB
A =
4
Q&
\
~
N

- <2

Fia.1: The position vector T in the different coordinate systems
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Due to the relations (2.1) - (2.3), the properties of the three
different systems may be described by their basis systems and
their metric tensors. Let bT (i=1,2,3) be the components of

> . o .
r, the covariant system of basis vectors is defined by

> T
b, = — (2.4)
i bt
The associated covariant metric tensor is then given by the scalar
product N .
by = bye b (2.5)

with the matrix of covariant metric coefficients

b,. b, b
_|P11 Pyp byg

(b;5) = 221 222 223 (2.6)
31 P3p D3

Furthermore a contravariant basis gl is defined as
>3 ij =
bt = p* b (2.7)

where the contravariant metric tensor b9 is related to the co-

variant one by

ij, .l |
b bjk = Sk (2.8)
(5i- Kronecker symuol)

Hence the following equation holds for the matrix of contravariant
metric coefficients:

(M) = (v )7! (2.9)

(Hereby we presuppose that (bij)===1 uniquely exists).

Applying (2.4) - (2.9) to the actual coordinate systems, the

bases and metric coefficients are found, namely:

a) Spatial cartesian coordinate system

> -+ 2= 3>
r - XTCy + XTCy'+ xTeg (2.10a)
where c, are orthogonal basis vectors of unity lenrth
by definition. Such a basis is called orthonormal. lence the

matrix (Cii) of covariant metric coefficients is
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100
(csq) = IO 1 O] (2.10p)

1J 00 1

Spherical coordinate system
From (2.10a), (2,4), and (2.1) follows for the sperical
basis
-+ +> i i :
Sg = 2L g ' (2.11a)
T Ix* 3o dg" 1 .-
and the matrix of covariant metric coefficients will be:
10 O .
(s:.) = |0 r2 0 (2.11b)
+J 2 2
0 0 r“cos™B
From (2.11b) it is clear that the spherical coordinate basis
is orthogonal, however as (2.11b) shows, the basis vectors
are not of unity length. Moreover their lengths are depen—
dent from the actual position.
c) Spatial ellipsoidal'coordinate system

From (2.10a), (2.4), (2.2) and (2.3) follows for the ellip-
soidal basis:
i

é, = EEI EEE = EEE ¢, = 99 g, (2.12a)
9X~ 9n an an

and the matrix of covariant metric coefficients is:
1 o o |
(eg5) = [0 (M+h)2 0 (2.12b)
0 O (N+h)%cos?B ‘

with M as the normal radius of curvature in meridian direc-
tion. Again, this basis is orthogonal but with position-
dependent lengths of the basis vectors.

Summarizing the result of this section, all coordinate
systems under '‘consideration have orthogonal basis vectors.
This common property will become most important in the
follow1ng.
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ITI. Derivation of the Tidal Force Components in the

Different Basis Systems

The Nabla operator V with respect to an arbitrary covariant
basis b; is defined as (KLINGBEIL 1966):

v =Bt . i“i = piIE, ﬁmi (3.1)
3b J 3b

Usually the tidal force components are given in spherical
coordinates.Hence, the spherical basis has to be introduced
in (3.1) together with the contravariant metric coefficients,
which follow from (2.9) and(2.12b):

v = gidz. 3 (3.2)

8 J

As the application of V to V should give thé force components
it has to be related to basis vectors of unity length. With

-

S .
8;% = = (3.3)

(i)
(3.2) changes to
. e, iJz % 3
VS > S(JJ) S Sj ?—z‘ v ) (Bou)
o

where the brackets (ii) indicate that no summation has to be
done over these indices.

Similarly, the Nabla operator for spatial ellipsoidal coordi-
nates will be obtained, namely:

_ e ij» % 2

v e o ° o Co——— o

e e(JJ) e eJ ani (3 5)

Finally the Nabla operators of the different coordinate systems
have to be applied to the potential V, leading to the tidal

-
force T:
a) in spherical coordinates:

. .o 1 2
T = - vs{v(cl)}z QJEYTTT gldg » 3V(o~,0 2
33’ J acl ‘

1}

1 : > %
¥ 38 %2 * ToosB 3% °3 ) | (3.6)
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b) spatial ellipsoidal coordinates:

o : 1 2
g/e - éngeﬁ BVSn s N 3“3)
(33) I ani

13

= -9, (Vnh))

_ i k
= Ve(jj) oliz x 3V 3o (3.7)

I 30k 3t

It is important to emphasize that (3.6),(3.7) describe the

same tidal force vector T, however the components refer to
different bases. While the application of VS results in tidal
force components with respect to the geocentre, the application
of Ve gives directly the tidal force components orientated to
the ellipsoidal normal. Hence, the components of (3.6) must

be rotated with an angle € = B-B, which then leads to the re-
sults of WENZEL 1974. Attention has to be paid when using the
tidal force components published in CHOJNICKI 1972, because
they are not representing an orthogonal system. (Vertical com-
ponent to the geocentre,horizontal ones to ellipsoidal directions).

IV. Detailed Evaluation of the Tidal Force Components

with Respect to Spatial Ellipsoidal Coordinates

The tidal potential of 2nd and 3rd degree for a point P(B,L,h)
in an ellipsoidal coordinate system at a time instant t may

be presented as:

3 i r i
vV = V(P(Bsh)s B(Bsh)s L)= G L L (F—) M
i=2 j=0 7o

N (4.1)

ij7ij

where

B,L,h —— ellipsoidal latitude, longitude, altitude
r ——— geocentric radius
——— radius of a sphere of the same volume as the

° ellipsoid (a,e)
a,e —— ellipsoidal major axis, 1st excentricity
8 —— geocentric latitude
i = Mi.(B) - functions of geocentric latitude
Nij = Nij(L) - functions of ellipsoidal langitude
G

Doodson constant
& —— gravity
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The formulas for r and B are according to (2.3):

_ 1
r = ((N+h)%cos®B + (N(1-e2)+h)2sin2B)° (4.2)
and 5
_ (N(1-e“)+h)sinB
B = arc?an ( 1(N+h) <osh (4.3)
N = a(lwezsingB)§ normal radius of
curvature in L-direction (4.4)
]
_ 2 2 . 2..2 .
M = a(i-e“)(1-e“sin“B)° — normal radius of curva-

ture in meridian direction

(4.5)

As the ellipsoidal height h of a surface point is measured

alangvits corresponding ellipsoidal normal, the differen-

tiation of V with respect to h will directly provide themodulus of the
vertical ¢idal force component (see (3.7)):

(BV ar aV BB)

b8 = = (35 37 * 37
. . - (L.6)
3 1 i=1 M.
G r . ar _ij 38
2 e e F L (=) (iM. . = +r )N
ry i=2 j=o ry ijJ dh “8R 3h
The reguired partial differentiations result in:
2
3r _ a + Nh
3h rN ‘ (h.7)
38 e?N ‘ 2
W —= tan B cos“B (4.8)
(N+h) 4
BMie
The wm;i can easily be derived from the Mij (WENZEL 1976)
0B

and have therefore been omitted here._
The horizontal tidal force modulus in a point P(B L,h) w1threspect
to an arbltrary 321muth A is given by (see (3.7)):

ot s o SV cos, A . 9V sinA : (M.9)
3B (M+hy ~ 3L (N+h)cosB ’
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The corresponding deflection of the vertical is then given

by .
F .
L = L =t cos A+ nsina (4.10)

= = [RudiCledy [ — - - ,
E = Z(W+h 5 North South component (4.11)
and
1 3V East-West component (4.12)

N == %(N+h)cosB oL

i 3 . . . av oV .
The remaining partial derivations 5 and T become:

oV 3V 9r 2V 88
=5 ° 57 355 ¢ 55 58 (4.13)

with . .
2
or _ 2 .. 2 2 .5 dN,e“Nsin2B (o2y.
55 ° (N+h+e“sin“B(N(e“=1)=(N+h))) w8t 7r (e"N-2(N+h))
(b.14)
dN _ N362sin28 (4.15)
BT o3 | -15
2a ,
2 o2N 2
98 . cos B (1 - ) - cos B tang -2 h 4N (4.16)
B T .s%B N%h (N§h)2 dB
and
QaNOQ
vV _ oV ij (4
B A A — T X .17)
oL gNij oL
Finally, we obtain for the NS- and EW component
£ = - <av ar 3V 28,
- gZM¥H) 38 9B
3 i i-1 oM
= - G r_ 3r ij 38
N gr (M+h) .§ o§ (r ) (1Mij 58 T TIB BB)ng
o i=2 jJ=o o
(4.18)
and . 1 9Y
- g(N+h)ccsB L
3 .
¢! oN; .
- Pz <—-> M,, i
g(N+hJcosB ;.5 52, T, ij 3L (4.19)



‘Computational tests have been carried out in order to check
both the presented derivations and the programs in use.

There is complete agreement with respect to the tidal force
development of WENZEL 1974 and the approach in spatial ellip-
soidal coordinates presented here.
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Standard data sets for comparison of tidal potential
developments and analysis methods ~

by Hans-Georg Wenzel, Institute for Theoretical Geodesy,
Technical University of Hannover

1. Introduction

The computation of theoretical tides from a harmonic tidal potential
development is based on a large number of parameters and computational
procedures. The analysis methods for earth tide data, most of them
using a harmonic tidal potential development, use additional compu-
tationa? procedures which can systematically influence the computed
tidal parameters. Therefore, a compariscn of the different analysis
methods today in use is necessary; For a first step in this direction,
standard data sets of theoretical tides which are not based on a
harmonic tidal potential development can be used for evaluation of
systematic differences between the analysis methods.

2. The computation of theoretical tides from ephemeris

of the moon and the sun

The tidal force due to the moon (sun) is defined as the difference

of the attraction forces of the moon (sun) in the observation point
and in the centre of the earth. By this definition, we can compute the
tidal force difect?y from the masses of the moon and the sun and from
the geocentric coordinates of the observation point, the moon and the
sun (WENZEL 1976) without using a harmonic tidal potential development.

At first, we define the geocentric cartesian coordinate system (Fig. 1)
as usual with the ZG-axis-in the rotational axis of the earth, the
XG-axis in the equator and in the meridian of Greenwich and the YG-
axis perpendicular to XG and ZG axis.

ofe

" Presented to Ist Meeting of the Working Group on Data Processing
in Tidal Research, Bonn 14th to 16th March 1978
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T = FRUHLINGSPUNKT

Fig. 1z Attraction forces in the geocentric coordinate system

The geocentric coordinates r of the observation point can be computed

by
%,raﬁs@cesk

r= -éu?c@s¢sink (1)
I rsiny |
with
r = geocentric distance of the observation point,
¥ = geocentric latitude of the observation point,
A=

ellipsoidic longitude of the observation point
{positiv west of Greenwich). ‘
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- The geocentric quantities r and v can be computed from the usual
given ellipsoidic coordinates $s A and h of the observation point by

ro= v’(N+h)2 cos2p + (N(1-e2)+h)2 sin2g (2)
- (N(1-e2)+h) sing

¥ = arc tan (NFh) coss (3)
with

e | (4)

Vl-e2sin2y

and |

& = major half axis of the reference ellipsoid,

e? = 1. numeric excentricity of the reference ellipsoid.

The geocentric coordinates p of the moon and the sun can be computed
from their ephemeris given in several astronomical almanacs (e.g.
THE ASTRONOMICAL EPHEMERIS, THE AMERICAN EPHEMERIS) by

Rcosscostg
P = [I-Rcosésintg (5)
Rsins |
with
R = geocentric distance of the moon or sun,
= declination of the moon or sun,
' TG = hour angle of the moon or sun in the meridian of Greenwich.

ThequantitieélR and Tg are not given directly in the almanac but
can be computed from other given quantities. In the ASTRONOMICAL
EPHEMERIS is given for 0N ephemeris time (ET) of each day

a*M = apparent right ascension of the moon to 0.0015,
G*M = apparent declination of the moon to 0"01,
my = equatorial parallax of the moon to 0.001 = 3-10~8sinmy,

oo

a¥c = apparent }ight ascension of the sun to 0.01°,

i}
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= apparent declination of the sun to 0.1,

(=]
o5
(%2
i}

geocentric distance of the suﬁ in astronomic units
(AU) to 1-1077 AU

=)
&
w
i

and for 0" universal time (UT) of each day the sideral time in the
meridian of Greenwich (GAST).

The geocentric distance of the moon can be computed by
ST (6)

M §a§ﬁ§’i?§\ﬂi} _

the geocentric distance of the sun can be computed by

Rg = cg * R% . (7)

The hour angle of the moon and the sun in the meridian of Greenwich
can be computed by

T = GAST - a. (8)

For the computation of theoretical tides in hourly values the
ephemeris of the moon and the sun and the Greenwich apparent sideral
time have to be computed for each hour; this can easily be done by
a LAGRANGE interpolation by which the difference of Ephemeris Time
and Universal Time (AT = ET - UT) can also be taken into account.

The accuracy of the interpolation procedure can be verified by com-
parison of the interpolated ephemeris of the moon with the values
for 12D ET tabulated in THE ASTRONOMICAL EPHEMERIS; using a five
degree polynominal for the interpolation we found

m@ﬁﬁ = 21,73, mé*ﬁ = 10.31; Moy = +0.0007.

The ephemeris of the sun as well as the GAST are much smoother than
the ephemeris of the moon; therefore interpolation errors are
smaller for the sun

mgasy < 0-001°.
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The influence of the interpolation errors to the computation of the
tidal force can be estimated (WENZEL 1976) to +0.0015 uGal for the
vertical component of the tidal force.

For the computation of tidal forces the ephemeris have to be cor-
rected for aberrational effects in the same way as for optical
observations, because the speed of gravitational forces equals the
speed of light (MISNER et.al. 1973, FRITZE 1974). The tabulated
(respectively interpolated) ephemeris are already corrected for the
geocentric aberration, the correction for topocentric aberration

(< 0?32) has not been applied because of the larger interpolation
errors.

The topocentric coordinates 1 of the moon and the sun can be
computed by

« l=p-r (9)

the tidal attraction forces f. can be computed from the difference
of the attraction forces in the observation point and in the geo-

centre:
' 1 1
f.=a =-a =kZIm (1 - —=-p * +——= 10
=0 -p =0 (., !.Hg, p ]ng ) ( )
with
k2 = gravitational constant,
m = mass of the moon (sun).

The coordinate system of f. is the geocentric coordinate system XG,
YG, ZG; the tidal forces f, in a local kartesian coordinate system
XL, YL, ZL (orientation to the plump line and meridian of the obser-
vation point) can be computed by a rotation of fG:

f =R, " fg (11)
with
Bgz sindécosh, =sindsinA, -cose
-sinA s =COSA , O (12)

-COS®COSA, COS®SinA, -sine
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Table 1: Geodetic and

GRS 67 = Geodetic Reference system 1967, see MORITZ 1969

I1AU 64 = International Astronomic Union 1964, see DEJAIFFE 1974

 the reference

1]
jae]
Hi
O
o
(Yo
L
oh
o
w‘&""‘
2
o
o]
H
w
fmor

1wr9 ic %xcgnirac ty of the
ellipsoid GRS 67

vitation constant

sinmy = 3422.451 sinus equatorial parallax of the

moon 1AU 64
gt o u .

g = §.79405 equatorial parallax of the sun
IAU 64

M/E = 1/81.30 mass of the moon divided by the mass
of the earth IAU 64

S/E = 332958 mass of the sun divided by the mass

' of the earth IAU 64

derivated constants:

k?M = 4902.866-10'5cm3sec™? selenocentric gyavitatian‘constant

k2§ = 13.27180-1025cm3sec™® heliocentric gravitation constant

Cy = 3.844000-100cm major half axis of the moons orbit
or half of the earth orbit =

1496.000-101%¢m o

(¢
(2]
i
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NON-EQUILIBRIUM INFLUENCES ON THE TIDAL SIGNAL

T.F. BAKER, Institute of Oceanographic Sciences, Bidston,
Merseyside, England

(Paper presented to the Working Group on Data Processing in
Tidal Research, Bonn, March 1978)

ABSTRACT

The dynamic response of the oceans to the tidal forces

is manifested in th

iy

Earth tide signal through the ocean
loading. For data lengths of less than one vear this gives
rise to problems in relating the non separable waves within

a group.

Non-linear waves arising from shallow water loading (or
instrumental and geological effects) can be important in
the main tidal bands and at higher frequencies. Multichannel
analysis may be necessary for taking into account perturbations
due to meteorological and associated phenomena. The residuals
after tidal analysis contain important information concerning
both the noise mechanisms and the time variations of the tidal

constituents.

1. INTRODUCTION

It is perhaps surprising that over the last 15 years
the tidal analysis methods used in Earth tides and in ocean
tides have to é great extent developed independently of one
another. It is now clear that the two disciplines can learn
from each other since natural differences in emphasis have
arisen due to differences in the two phenomena. Here we
discuss particular features of ocean tide analysis that can

be usefully incorporated into Earth tide analysis programs.

The development of Earth tide analysis programs has
traditionally been approached with the concept of the body
tide (or equilibrium tide) in mind. Thus it is natural that
the full CartwrighthaylermEdden potential is usually incor-
porated directly inﬁo the least squares analysis programs and
that the computation is carried out from the beginning with
the auxiliary unknowns % or § . In harmonic ocean tide
analysis the potential is only used for a phase reference
and the computation is usually carried out using the amplitudes

T e e et e Y
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In harmonic analysis the problem of relating waves
which cannot be separated in the available data length is
of fundamental importance. The Earth tide least sguares
analysis programs (Chojnicki and Venedikov) by incorporating
the theoretical tides directly in the computation have
implicitly assumed that the non-separable waves within a
group are related to one another in the same way as they are
in the tidal potential. In practice this assumption is wvalid
for the body tide signal. For the oceans, however, the
dynamic response of the ocean basin is important and the
tidal potential relationships no longer apply. This problem
has therefore been considered in ocean tide analysis programs
but not in Earth tide programs. It is evidently important

for the ocean loading portion of our signals.

The dynamic response of the oceans to the tidal forces
leads to the concept of the response function relating an
observed time series to the tidal potential ESE . It is
found' in practice that the ocean response to the astronomical
input is a smooth function of fregquency. The response method
ES;lG@ uses the tidal potential in the time domain and this
has naturally led to the consideration of other inputs in the
time domain. With a few exceptions such multichannel inputs
have been largely ignored in the analysis of Earth tides.
However, it is .important to monitor all perturbing phenomena
(temperature, rainfall, air pressure, water tableAetce)
and to include thesé in the analysis of the observations

wherever necessary.

Non=linear waves were introduced at an early stage of
ocean tide analysis since the amplitudes of these waves are
relatively large in shallow water areas. The hydrodynamic
equations of motion become increasingly non-linear as the
depth of water decreases. Non-linear waves have generally
not been included in Earth tide analysis. They are important
however in areas affiected by shallow water loading and they.
may also be generated by non-linear instrumental responses

and by non-linear effects in the site geology.



With the possible exception of the core resonance, the
response function of the Earth to the astronomical input should
be an even smoother function of frequency than the ocean
response function. If the usual Earth tide analysis programs
are used (Chojnicki and Venedikov), it is therefore an advantage
to plot the amplitude factors (§,¥) and phases of the waves,
as functions of frequency (with realistic error bars). Any
significant departures from a smooth curve may then indicate
neglected effects due to non-linearities or the presence of

other input channels.

There is also some evidence to suggest that the 'noise’
in the vicinity of the tidal bands is generated by different

mechanisms for continental and coastal Earth tide stations.

Some of the above problems are evidently of greater
importance for Earth tide measurements adjacent to the ocean.
It should be emphasised however that even in Bonn (800
kilometres from the Atlantic Ocean) calculations show that
the M2 loading from the N. Atlantic alone is 3%, 14%, 25%,
18% and 147% of the body tide for gravity, north tilt, east

tilt, north-south strain and east-west strain respectively.

In the following sections examples will be given to

illustrate many of the above points.

2, THE OCEAN RESPONSE

Table 1 shows the results of harmonic analysis of some
long series of tide gauge data. The sites have been chosen to
cover a wide area of the north west European shelf. It should
be noted, however, that the results may be considerably dif-
ferent for other oceanic areas. The table compares the
amplitude ratios and the phase differences of some of the waves
in the semi-diurnal band with same quantities calculated from
the tidal potential. It can be seen that within the semi-
diurnal band the tidal potential relationships do not apply.

It should also be noted that, although there are considerable
differences from the potential relationships, these differences
are, in general, constant over a wide geographical area. These
relationships should therefore apply to the ocean loading
portion of the Earth tide signal over a wide area of Europe.
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TABLE 1
Emmmmmem———

TIDE GAUGE SEMI-DIURNAL RELATIONSHIPS (LAGS POSITIVE)

Sz/Mz (S%“’MZ)

La/My  (Lp=M3)

(2 YRS = CHANNEL)

No/My  (N3-1M3) My /My (2N-M3)
TIDAL POTENTIAL 0.465 (09) 0.028 (O°) 0,191 (0°) 0.025 (O°)
NEWLYN : 0.34 (449) 0.04 (29) 0.19 (-200) 0.03 (=37°)
(9 YRS - CELTIC SEA)
HILBRE 0.32 (439) 0.05 (14°) 0.19 (=239) 0.04 (=579)
(1 YR = IRISH SEA)
STORNOWAY 0.39 (339) 0.02 (34°) 0.20 (=229) 0.03 (-400°)
(15 YRS - NW SCOTLAND)
ABERDEEN 0.34 (389) 0.03 (21°) 0.20 (-239) 0.03 (-47°%)
(9 YRS - NORTH SEA)
I. DOWSING 0.34 (46°) 0.04 (39) 0.19 (=239) 0.03 {~66°)
‘(1 YR - NORTH SEA)
. DIEPPE 0.33 (5009) 0.06 (-10°) 0.19 (-20°) 0.02 (-719°)
(2 YRS = CHANNEL)
TABLE 2
TIDE GAUGE RELATIONSHIPS FOR CLOSE WAVES (LAGS POSITIVE)
® © . (=Y ® @ o & @
Py/Ky  (P1-Kp) Ka/3p (Kp=Sp)  Tp/Sz (T2-S3) MNy/pa  (2N3-43)
TIDAY, POTENTIAL 0.331 (0°) 0.272 (0°) 0.059 (0°) 0.829 (0°)
NEWLYN 0.34 (=79) 0.28 (=39) 0.06 (~5°) 0.80 (=73°)
(9 YRS = CELTIC SEA)
HILBRE 0.36 (=7°) 0.29 (=29) 0.06 (=19) 3.28 (215°)
(1 ¥R - IRISH SEA)
STORNOWAY 0.30  (=11°) 0.28  (-2°) 0.05  (=79) 0.70 (17°)
(15 YRS - NW SCOTLAND)
. ABERDEEN 0.32  (=179) 0.29 (=29) 0,05  (-129) 1.81 {199)
(9 YRS = NORTH SEA)
I. DOWSING 0.27 (=159) 0.28 {=3°) 0.05 (=17°) 2.32 (-1089)
0 YR = NORTH SEA)
DIEPPE 0.35 (-69) 0.29 (=39) 0.06 (-89) 0.46 (229°)
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Fortunately all the waves shown in table 1 are separable
with one months data. In table 2 the relationships are shown
for some constituents that require 6 months or 1 years data
for separation. Due to the closer frequencies, the relation-
ships correspond more closely to the tidal potential but the
differences are still significant. Taking into account the
increased effects of noise on the small waves, it can be seen
that the differences are still reasonably uniform over a wide
geographical area. However in the tables it can be seen that
the (Ly, My), (2Np,M5) and (2N9,Hp) relationships show large
anomalies at some locations. This problem is discussed in

the next section.

If we have long enough series of Earth tide observations
then the problem of relating the waves in tables 1 and 2
does not arise since they can all be separated. (In fact we
can then check that the relationships apply to the loading
portion of the signal [11 ). Normally, however, we have less
than 1 years observations and some assumptions are necessary.
The problem is of less importance for tidal gravity since
the loading signal is typically 1 to 10% of the body tide
signal. For tilt and strain even in the centre of continents
it is found that the loading signal is often 20% of the body
tide signal. For sites adjacent to the ocean, the loading is
typically five to ten times greater than the body tide signal.
Clearly in the latter case it is more appropriate to use the
relations from table 2. The major difficulties arise where
the two signals are of similar size. In that case one can
either use directly the information from loading calculations
Oor use a more empirical approach. For example, the relation-
ships could be adjusted in order to ascertain if there is any
significant reduction in the residuals. However, great care
should be taken if it is found that relationships are required
that are outside the limits given by the tidal potential
and the tide gauges (relationships outside these limits are,
however, possible for certain phase differences between the
body and load tides).

Figure 1 shows the results of the harmonic analysis for

Newlyn for the semi-diurnal band plotted as functions of
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frequency. The upper plot shows the ratio of the amplitude
of each wave to the My amplitude divided by the same ratio

in the tidal potential. The lower plot shows the differences
between the phase lag of each wave and the M, phase lag.
.Smooth curves can be drawn through the results for 4 of the
waves. The results for;AZ and Loy, however, are obviously
anomalous. These anomalies are due to non-linear interactions
at these frequencies (see below). There is also an anomaly

in the vicinity of S,. This indicates the presence of another
input channel - the radiational tide ES} .

In figure 1 the dynamic response of the ocean is very
clear particularly in phase. The plots are analogous to plots
of the gravimetric factors & (or diminishing factors ¥ ) and
phases as functions of frequency. For the body tide, of course,
such plots would be essentially lines of zero slope (with the
exception of the core resonance in the diurnal band). Plotting
Earth tide observations in this form will show the presence of
thé loading signal, non-linearities and perturbations due to
other input channels.

3. NON-LINEAR WAVES

In tables 1 and 2 and in figure 1 we have already seen
the importance and the spatial variability of non-linear waves
on the EBurcpean shelf. Table 3 shows some of the astronomical
waves in the semi-diurnal band that have non-linear waves at
essentially the same frequency. The most important ones are
indicated with asterisks. For example 2MS, (arising from the
non-linear interaction of S, and My) is often found to be 2

or 3 times larger than the astronomical M.

TABLE 3 NON-LINEAR WAVES INTERFERING WITH ASTRONOMICAL WAVES

ASTRONOMICAL SHALLOW WATER
COMPONENT COMPONENT
2No % 2MKo %
MNLo
M2 2MSy e
No 2ML2
Yy - MLS3
Mo OKg
Ag % 2MY 5
2NMo
Ko | 2M (2N32) 2

Sy Zﬁyg
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As was shown in figure 1, neglect of these non-linear waves
can cause difficulties in the physical interpretation of the

results.

Table 4 shows the magnitude of some other important non-
linear waves in relation to My. It can be seen that M, is

significant (2-9% of Mp) over much of the shelf.

TABLE 4 THE MAGNITUDES OF SOME IMPORTANT NON-LINEAR WAVES

My /Mo M3/M» MNS,/ 0Py /M3

M2
: NEWLYN
(9 YRS - CELTIC SEA) 0.06 0.006 0.007 0.002
HILBRE
(1 YR -~ IRISH SEA) 0.07 0.010 0.004 0.007
STORNOWAY
{15 YRS - NW SCOTLAND) 0.04 0.022 0.009 0.002
ABERDEEN
(9 YRS -~ NORTH SEA) 0.02 0.008 0.003 0.005
I. DOWSING
(1 YR - NORTH SEA) 0.02 0.004 0.005 0.006
DIEPPE
(2 YRS - CHANNEL) 0.09 0.004 0.010 0.010

OP5 (together with MKS,) give an important modulation of Mp

in short analyses since they are only separable from My with

6 months data. The table shows that OPy can be as large as

1% of Mp. There are also annual modulations of My in shallow
water for which the mechanism is still poorly understood. 1In
the North Sea the amplitude of the two constituents introduced
to allow for the annual modulation are as large as 1 to 2% of
Mo {6] . Together these 4 constituents can give, in some areas,
a variation in M, in monthly analyses of up to 10% in range.
Smaller seasonal variations in Mp tilt have been observed at

Llanrwst [2} .

It is important to include the non-linear terms for Earth
tide measurements affected by shallow water loading (say,
within 200 kilometres of the coastline). My may be detectable
over a wider area. Non-linear waves may also arise from a non-
linear instrumental response or from a non-linear response of

site inhomogeneities.

X N.B. The My M, ratio is given for the total observed waves. The non-linear part

of M, is very small.
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The significance of non-linear waves should be assessed from

é@f Qawar} spectra of the observations and

( &
$l~
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[N}
}.«im
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he least squares analysis wherever
complete tables of shallow water waves are

SPECTRUM

show the residual spectra of data from
n {(tunnel azimuth) in summer

and in winter (85 days,

1975) respectively. The tides have
been removed with a least squares analysis using 11 constituents
the semi-diurnal, 4 in the three

four cycle per day band and 5 in

It should be noted that the

the first three bands even 1if a

lysis with 377 waves is used ESE

the residual spectrum after

Firstly, the amplitude of the

used to provide error limits on the tidal

constituents | 9| . Evidently the usual assumptions based on

do not apply. Secondly, the residuals may

contain interesting physical information.

It can be geen ilmmediately from the figures that the noise

2 larger in power at high
factor of 4 larger in the diurnal

summer Similarly in the semi-diurnal band a line
appears at 0.0815 c.p.h. in winter. '

ture of the spectra are the ‘'cusps'
power in the tidal bands is a
than between the bands. The cusps are
residual spectra of Irish

riods.
data the Askania semi-diurnal cusp
41?3&%iv 0.8% of the M, amplitude (N.B.

). An identical analysis of

cusp amplitude of 1.5% of
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the M, amplitude. Fox both the Askania and the Liverpool
tide gauge the summer noise amplitude between the diurnal and
semi-diurnal band is approximately 0.3% of the M; amplitude.
It seems therefore that it may be possible to explain many of
the features of the residual spectra in terms of Irish Sea
loading. However, it should be noted that 'cusps' can also
be produced by instrumental non-linearities, variations in

calibration and timing and digitizing errors.

It is interesting to note that the residual power in

~ summer between the diurnal and semi-diurnal bands 0w4msecz/cph)
is similar to that found for continental Earth tide stations
[4], This raises an important question. It is found in
practice that for both continental and coastal tilt measurements
My can be determined to within an uncertainty of about 1 or 2%
from a single months analysis despite the latter signal being
typically 5 times greater in magnitude than the body tide signal.
One possible explanation is that the noise becomes larger as
the load signal becomes larger. Thus, in addition to the site
meteorological noise, there is also noise from the ocean in
the loading signal, particularly in shallow water areas. The
cusps may represent this increased noise in the tidal bands
but further work is reqﬁired before any definite conclusions

can be reached.

From this brief discussion it can be seen that the
residual spectrﬁm may contain useful physical information and
therefore should always be examined. A time series plot of
the residuals can provide useful information on the time
variation of the noise and may provide additional clues as
to the noise mechanisms, Similarly@shifting tidal analyses
can provide complementary information on the mechanisms causing

time variations of the harmonic constituents.
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FIG.I. NEWLYN TIDE GAUGE (9 YEARS DATA)
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STOCHASTIC MODELS OF THE EARTH TIDAL RECORDS

by

A.P. VENEDIKOV
Geophysical Institute
Bulgarian Academy of Sciences

Sofia

I. INTRODUCTION

A method for the analysis of Earth tidal records is based on some
conceptions about the properties of the noise and the drift of the records. We
do not know well those properties hence our preference to one or another method
is always somewhat subjective. Therefore there is an idea to test the methods

through numerical models of the records.

Unfortunatly there is again a great risk for subjective conclusions

if not a special strategy is choosen.

Let us have two more oﬁkieés controvercial conceptions, say X and
Y. Let A(i) and M(i) be the method and the model based on the conceptions
i and let R(i/j) be the result from the application of A(i) on M(j)
(1,3 = X.Y).

It is easy to predict that R(X/X) will be better than R(Y/X])
as well as that R(Y/Y) will be better than R(X/Y) . It is clear that from
such models and results we do not get any objective informations about the

advantages of any of the methods A (X) and A(Y).

In our opinion a model, M(Z) , may be useful for the comparison of
A(X) and A(Y) if it is based on conceptions Z more pessimistic than both
X and Y . This means that M(Z) should include all perturbations whose

existance in the real records may be suspected.
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In the following paragraphs we shall consider the simulation by
means of a computer of some time series that may be used as components of

different variants of M (Z).

The creation of such models is an application of the method of
Monte Cario. The aim of that method is the determination of the parameters of

the distribution of a random variable using its simulated values.

In the present case the random variable is not the model but the
estimation of a parameter and of its precision through the analysis of the
- model. If this point of view is accepted the problem of making decision on the
basis of the analysis of models is not a trivial one. Here we shall not deal

with that problem though it deserves a special attention.

IT. SIMULATION OF STOCHASTIC VARIABLES AND PHENOMENA

We have a program SVEMOD for an IBM 370 computer which calculates
a tidal curve and simulates series of stochastic components. The tidal component
may be in any possible variant. Here we shall not consider it as the tide does

not make any principal difficulty neither in the analysis nor in the modelling.

Each component is constructed individually, hour by hour, for a
given interval of time and for a given epoch. If we wish to analyse afterwords
a component separately it is written on a tape in the format of a real record.
If a combination of some components is to be analysed their sum is written on a
tape. It is also pqssible to make combinations of components previously written

on a tape.

The simulation is carried out'by determining the hourly ordinates
of a component which we denote by LK(T] , where T =1, 2, ... 1is the time in
hours and k is an index of the component. In the determination of L (T) we

K
use some of the technics described in the following points.

II.1. Random numbers H

A random number H 1is a sample value of a random variable with
homogeneous distribution in the interval (0,1). In SVEMOD H is determined
(generated) by a subroutine RANDAV given by IBM. Each calling of RANDAV gives

on value H which is independent from all other values.
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I1.2. Normeal numbers G.

A normal number G = G(A,5) 1is a sample value of a variable wigh
a normal distribution with a mean A and with a standard S. It is generated

in & subroutine NORMAYV through

36
GA,S) = A+ > (H - 1/2) . 5/¥3 (1)

on the basils of the Central Limit Theorem. Here Hi’ are 36 random numbers.

Each calling of NORMAV gensrates one value G which is indepen-

dent from all other values.

When G is related to a given moment of time T we write G(T,A,S).

The series G(T,0,3) (T = 1,2,...) is a realisation of a white noise of a record.

o

I.3. Stationary time series U,

he sequence U(T,8) (T = 1,2,.,.) is a sample of stationary time
series with a normal distribution (0,8). In SVEMOD it is generated in the

following manner.

We have a Ffilter, F, with N' = N + 1 coefficients Fog F soe F

Y F. B(T+t,0,8) / R
b T

= % f GIT+£,0,S)

%Z@ < L ?

1’ N°

We calculate

]

ulT,s]

(2)

where

2
R = f%ﬁ F and f,_ = F_/R (3]
£= -

The autocorrelstion function is

N zad
N

1

rig] F,f 0<g<N

t t+g

i
fuy

u‘%%
[

(4)

i
]
=
A
]

rig)
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The power spectrum as a function of the angular velocity is

Plw) = 2 (;?; ft cos wt]2 + 2 [;f; ft sin wt]2 - (5)

I1.4. Phenomena that occurs randomly with a given frequency.

We shall denate by V(d) a random phenomena about which we know
thaty it occurs at an average once per d hours, without a preference to any

particular moment of time. We shall use an index I(V,T,t) for which

1 1f V has occured in the interval (T-t,T)
IV, T,t) = (6)
0 if V has not occured in (T-t,T)

The probability for V to occur in an interval of t hours is

given through the Poisson’'s distribution, i.e.

pIV,t) = 1 -, x = t/d (7)
In order to simulate the occurence of V the random number H 1is transformed
into a variable with Poisson's distribution in the following manner. We choose
H. If H>e *, then I(V,T,t) =1 and if H < e-x_, then I(V,T,t) = O.

The technics described here may be found in the literature on the

theory of probability,the time series and the method of Monte Carlo.

IIT. SOME STOCHASTIC COMPONENTS OF THE MODELS

Each of the components described in the following points is an
option of SVEMOD. Their parameters are input data of SVEMOD and they may be
varyed arbitrarily. The given numerical values are only an exemple. Their units
are to be understood as 0.1 mkgls or 0.01 msec. The physical meening of the
components as well as their combination in one modes may be subject to a dis-

cution,

III.1. White normal noise.

We set up simply

L,(T) = G6(T,0,8) | ~ (8)
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From our point of view this case is of the least possible interested. The conclu-

sion that may be drawn from the analysis of L are perfectly predictable.

1

Parameters : s = 2

III.2. Stationary noise.

We set up
L2(T] = U(T,S) (9)

This 1s a very important component which is probably very near to a realy
existing component of the noise. Unfortunately we have a very poor knowledge
about it and it seems to be very difficult to make a suitable choice for the
genefating filter F.

Here we suggest to relate L1 to the meteorological perturbations
whose energy is distributed in the spectrum on the diurnal and semidiurnal

frequenciesa For that purpose we may use

F, = cos w (t - N/2), w_ = 15%°/hour and w_ = 30°/hour (1 0)
t s] a] o
and wON' = (2k+1) /2 , k = 1,2, «.s « For such a filter we have
> sin N'w
R® = N'/2 + ——2 |
2 sin w
0
r(g) = (1 - g 2] cos W g and.
2R :
Ly 82» sin N [w*wo)/Z sin N [w+wo)[2 r
Plw) = 5 + {10)
R 2 sin (w-wD]/Z 2 sin [w—wO]/Zg
Plw ) = 2 82
s]

In the spectrum P the maximum is at, w = W, The band w, /N’

is also amplified. In this way L will simulate a meteorologiéal noise.

2

A problem is the choise of N . Creater N means a narrower ampli-
fied band arround W t.e. more stable meteorological waves. If on the contrary
N is smaller, the energy of the noise will be dissipated upon a larger band and

thus we shall have less stable meteorological waves.
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Parameters :
w = 45° , N'* = BO, S =5
u]
woo= 30° , N' =60, S=3"

III.3. White noise with a diurnal variation of its level.

If we relate the white noise of a record to the microseismic noise
of urbanistic origin we must accept that its standard is changing with the time,

i.e. we have, instead of (8],

L3(T) = G(T,0,8), where S = S(t) , ~ (11)
t being the time measured separately each day with origin t = 0 at midnight.
We shall accept that S(0) 4is the lowest Qalué of S and that

S8(12) is the highest value of S . In SVEMOD we have the following two models

for the variation of S :

sa) , 0<t<6B and 18 < t < 23
{
S(t) =
s(1273, B <t< 18 - (12)
and
S(t) = S(0) ; s(12) , s(0) ; S(12) . cos 15°t (24]
parameters : S(0) =3, S(12) =8

III.4. White noise with storms.

In each tidal record there are some intervals with wors quality -
the recorded line becomes thicker, there are some visible oscillations with
frequency higher than 1 cph. In analogy with the microseismic storms we may say

that the white noise in our records has some storms.

It is possible roughly to estimate the mean number of the occurence
of these storms without giving a prediction when they occur. That is why we may
simulate the occurence of~a storm as a phenomena V(d) discussed in II.4. Thus
for each hour T = 1,2 .. we have to test whether V(d) has occured or not i.e.

to determine whether I =‘I(V,T,1) = 1 or 0. Then we determine the model of
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the noise as

93]
ol
—h
=4
i
N

L, (T) = 6(T,0,8), 8 = 8(1) = (25)

(93]
e
Loy

=4

Hi
[an]

t%ﬁéfgrhgé£wis*thé gtandard -of ‘the néise’@uriﬁg“thE‘stormrand"sgl is the

st gtandard’ of the guiet: noise.

There is & difference with the cass discussed in II.4. If the storm

has' occured at 2 moment T it will last sometive, say t. We suppose that ¢

has. g known meap yalue and a.known standard At and we determine it as

o= BlE, AE) (26)

“‘Then for the interval (T,T+t] we accept S = S_ without testing the oceu-

rence of a new storm.
Paramsters’

x = 1/d , d = 148 hours = 7 days, t_ = 72 hours = 3 days,
At = 24 hours, S_ =2, S =6. !
a 8

I1I1.5. Variation a% the S@ﬁsiblllty (the calibrabion constant] - stationary
(#s noise. L e ’ L

It is very 1nteresting fo study what is the Lnflueﬂce of the varia-
tion of the sensibility to the results of the analysisa It seems that this may

be done only by the help of models.

}:Tﬁere are, attleast two Dasaible cases (i) real natural variation

Here we Shallvgive a deel'?or the uase {%]Q'Iﬂ the ?ollowing point we shall
discuss the case (4ii). ' ' B e

}ét; Qé{?}‘”bé;ﬁﬁé @dde};o? the”£ide;:wé>éééyﬁﬁ B

1.6, EneWarfation of the'sehsibility is a stationary noisei At-the' present we
nave no information about that noise and it is not clear how to choose the gene-

rating filter F . For the moment we suggest parameters :
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Fo =1, t=0,1, ... N,

N* = N+1 = 24, S = 0.005

I11.6. Errors in the calibration.

The calibrations are carried out at an average each to hours for
instans each 240 hours = 10 days. This interval is not strictly observed and

we May have a variation with a standard At hours.

Let Ti » 1 =1,2, ... are the epobhs of the calibrations. In the
model discussed here they are determined as
T, =1, Ti+1 - Ti = G[td, At) (16)
Let the mean (true) value of the calibration constant be C and

let the standard of the error of one calibration be Sc’ For the calibration

factor at the epoch Ti we choose the value

Ci = G(Ti, C,SCJ (47)
The calibration factor for the epoch T which is between Ti and Ti+1 is
linearly interpolated
C - C
cm o =c, » 21 gy, (18)
R A ‘
' i+1 i
The model is
= T ) €
L8 (1) LO[., . C(T) (199
Parameters :

to = 240 hours, At = 72 hours

c=1, S, = 0.005 .

III.7. Instrumental drift as a polynomial with random interruptions of its

derivatives.

This model of the drift is

Lo(T,+t) = ATt L1 =1,2,... (20)
7 i i )

k=
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where A(Tigk] -are constant coefficients in the interval iTi’Ti+1]° The
moments Ti are cheoosen randomly as points in which one of the derivatives

of L, has & random interruption. This is made in the following manner.
4

The coefficients A(Tiﬁk3 are considered as normal numbers with
a mean alkl and a standard Ska For the first hour of the model, T1 = 1, we
set up

AEquk} = EETib EER}SSK) s K =0,1, soo T (21)

" L;kEET} » including the

case k = 0, .1.e. the drift itself, are subject to occasicnal interruptions.

We sunpose that the derivatives of L

The interruption of the k-th derivative is considered as a phenomena thdkl
(see 11.4) which occurs at an average once per ék hours. For sach hour T we
determine the index iivkg?gi} and the value of the drift after (20) if

T=T, +t. If IEVKQTsﬁ] = 0 for all values of k we go to the next hour.

If for t = t@ IiVKngﬁ} =1 for k = m, we accept that the
derivatives from the m-th to the r-th are interrupted. To realise this

phenomena we determine the new coefficients

ALT, .-kl = GiTi% Baik}gSK} s K =m, mtl, coo I (22)

1

If m> 0 the coeffilcients A[T.k: at T = Ti%? are changed in such a

manner that all dérivatives of order sower than m , including the drift itself,
remain continuous. When m = 0 the drift is also interrupted, all CoefFicients
are changed occasionally after (21} or (22] and the new value of the drift at
T=T+1 is

LT, ) = AT,

ﬁs@} (23)

About this model we have in mind that the interrupticnsnof the
derivatives are not corrected in the analysis if m > 0 . When m = 0 we have
a simulation of a displacement which may be ca?re@ted with an error. If the
displacement is determined as

L?ETi + tﬁE - all) (24)

whers the first term is the value of the drift at T = T,+1 determined before
the interrupticon and &a{0] is the mean valus of the drift after the interruption

then the standard of the srror will be Sa“
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Parameters : r =3

k alk) Sk dk (in days)
0 6000 20 15

1 1000 500 15

2 1000 500 15

3 100L 500 30

The magnitudes of S, are expressed as if the unit of time was

K
15 days. Thus for instance the power k = 2 will change the drift in 15 days

at an avérage of 500.

III.8. Meteorological tides.

It is clear, theoretically and practically, that in the real
records there are a meteorological tide S1 and, may be less important, a
meteorological tide S2. We may suppose that in these tides there are occasional

changes in the amplitudes and the phases. For that reason we have the model

LB(T] = i;i ; (xi cos wiT + Yi sin wiT) » (25)

= (-] = °
w1 15 and w2 30° ,

where Xi and Yi are subject to occasional changes. We have the following

two variants for Xi and Yii

iII.B.1. Changes each day.

Let the means of Xi and Yi are Ai and Bi and the standards

be ai and bi « Then at 0 hours each day we determine

Xi = G[Ai.ai] and Yi = G(Bi'bi] (26)

Parameters :
A1 =10 , AL = 5
B

1t
@
il
o
o
3
o
o
1
1
o
n
N

1 2 1

IITI.8.2. Occasional changes

We accept that xi and Y, change at an average once per d hours.
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TIDAL ANALYSIS METHODS AND OPTIMAL LINEAR SYSTEM APPROXIMATION

U. YARAMANCI, Institute of Oceanographic Sciences, Bidston,
Merseyside, England.

(Paper presented at the 1. Meeting of "Working Group on Data
Processing in Tidal Research", Bonn, March 1978)

SUMMARY

In order to unify the theoretical basis of the tidal
analysis methods the "Optimal Linear System Approximation"
"is used revealing the basic differences of the methods
particularly those concerning the mathematical and geophysical
assumptions about the response function of the Earth. Further
the extensions of the basic modelling to non-linear, multichannel

and time variant systems are discussed.

INTRODUCTION

Observation and analysis of signals arising as a result
of tidal forces (e.g. in Oceans, solid Earth, Atmosphere etc.)
is a very old and established research field. Ingenious
analysis methods from pre-computer times are now very much
improved and also the variety of the methods increased.
Although most of these methods are very similar, the theoretical
connections between them are rarely obvious, so that their
performance is usually checked using test signals. Especially
the physical assumptions and differences of approach for each
individual method are often hidden and not directly comparable
to other methods. This is generally due to the lack of a
mathematical and physical framework. In an attempt to define
such a framework the "Optimal Linear System Approximation"
serves a very useful purpose, revealing the common basic
principles and also differences, associated assumptions and
approximations made in each individual method. Further this
approach allows a systematic stepwise consideration of the very
complex character of :the physical Earth system (e.g. non-
linearities, possible existence of other inputs than the tidal
force and time variance). Also the very important problem

conéerning the errors (or confidence limits) of the results
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(diverging very widely from method to method) can be clarified
within the applied framework and can be approached with more
emphasis on the involved physical mechanisms. A generalising
of the several (main) analysis methods therefore will improve
the understanding of the analysis methods and also the under-

standing of the predominantly tidal phenomena investigated.

LINEAR SYSTEM AND ITS OPTIMIZATION

Generally the aim of the earth tidal analysis is to find
the response function of the earth in order to compare it with
the theoretical geophysical models (such as rigid Earth, elastic
Earth, layered Earth, finite element model etc.). One can
confirm such models or investigate the deviations of the results
from those models and also the involved physical mechanisms
(e.g. ocean loading, effects due to geology, topography, tectonics,
meteorology). The output of the real system is the particular
observed data &) (e.g. tilt, gravity, strain etc.). The
observed data is mainly caused by the tidal forces X(t) due
to the moon and sun. Therefore by a single input analysis,the
tidal force at the particular station, azimuth etc. is considered.
Due to the complexity of the real Earth, the term system is to
be seen mainly as a mathematical "black box" description of the
behaviour of the Earth to certain forces. In that sense it
gives the relation between certain inputs and outputs and
involves no real physical parameters such as density, elastic
parameters etc. The interpretation of the analysis results is
then the subject of extensive and careful inVestigations con-
sidering all the factors such as instrument, recording, geology,
tectonic influences, the analysis method used and therefore
imposed physical assumptions. (For the sake of simplicity, we
assume that the response of the instrument is known, so that

its effect can be removed at any stage of the analysis).

For the simplest form of the analysis the real physical

Earth system can be approximated by a linear, stable, time

invariant, single input .(with only tidal forces) and non causal

(which can be assumed without loss of any information for
periodic inputs) model system (Fig.l). It is described by

the system function s(T) in time domain or by the complex



ion
(la)
tion
(1b)
ion

lica

ear system
ip

the relat

tegral in the
$s{glof the response

o]
o
[0}
>4
i)
= *4 o=
i @ oS
) =] a
@ ol 4
= oyl
© 4 i O P
o < = U 4y [
e B o g o k=]
o =) | &, e
T B o4 W0 0 &z =25 ~~
W c o uwy @ & = ~
s o P oo E ooy 0 o B4 = o |
ﬁ 4 [8) o] [ o ﬁ < T3 .w..miﬂs ey H
s R B W @ [OJ © o )
& D [/ I ¥ W e Bt . A e
R e R T = (ol
5 £ o
o o H ém —
o
& ) m
< . _w
§
,m
|
[} m
i
p
o]
g
ie]
o
L @
zﬂ.g.
£ &g, e -
+ o - e PR e ¢
o e [T e e =
U ; S by i
) lie} 3 . . g y Rz N e
Q0 Y o § ) 2 ow 0 ] JM
pd 2 el

=



4624

The linear system has to approximate the Earth in an optimal
sense, so that the residual or error é(t§ between the actual
output &(t) and the model output P(t) is as small as pcssible.
We have then for &(t)

gt = o(t)-plt) (2)
with the use of (la) and (lb) we have

s(t) &(t-1) dv : (3a)

E(t) =3t~ | S(pIX(p) e Ft d (3b)

3e—8 81

At this stage we consider the application of a digital filter h(t)
(or equivalently H(g)) to the observed data §(t) . From (2)
it is clear that the same filter has to be applied to P(t)

as well, otherwise the comparison of the model output to the
actual output is biased. Again from (2) the application of
the filter automatically leads to filtered residuals. The
application of the filter to P(t) is the same as applying

the filter to ¥(t)since the filters are in most cases linear
systems as well and the order of the applied linear systems
on an input does not alter the final output. This is very
convenient from a computational point of view and the filter
is then applied in most cases to %(;) in frequency domain.
It is also apparent from the Fig.l, that for the described
éorrect use of the filters the equations (1), (2) and (3) are
still valid by replacing &(t),p(t),%(t),&(t) by their filtered
form o(t),p(t),x(t)e(t) . In the following, mainly the filtered

form of the involved signals will be considered.

The optimization of the model system is made by minimizing
the residual power (or mean square error). We use here a
modified form (originally stated by Wiener 1949) of this
least squaré criteria, in order to ensure the existence of the
involved integral for any type of signal such as periodic
aperiodic, random signalsg We then have

Tmf“
si=tm 4| e)*dt= Miml (4)
<T/Z

.o



The derivation of the different analysis methods from above
is given briefly in [ 9] and in more detail in [131 . Here

we concentrate on two basic types of analysis namely the

Ko

non harmonic and the harmonic ppfoach and show some crucial
e S 1

ved assumptions.

NON HARMONIC APPROACH

2l power in (4) can be written (for filtered

zmﬁ

The residy

M

signals) more explicitly by using (3a)

T2 @ o

=% « Lim ufgmi g e P - °

el=30 %) (oltl-)sttixtt-Tidz) ot = Minl| (5)
~T/2 o

9

e? is then minimized with respect to the only unknown $(¢T)

>0 for any < (6)

stz xlt-thdt) x(t-u)dt = O (7)

Using the definitions of auto and cross correlation for time

(8a)

Tia
A wﬁ*“°%$§§%§ x(t-t) xlt -u) dt (8b)
“Tr2

With this we have from (7) the well known Wiener-myopf integral

conditions for the optimized linear system [5] .

Au-t)de (9)

This condition integral can be written for finite and digital
signale in matrix form and then solved for &(¥) . The Fourier
transform of §(t) will then give S{g) . An important decision

hereby is to be made about $(t) concerning first its length
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(since s(t) is an aperiodic function due to the stability
property of the linear system) and then concerning the sampling
rate at . (This is different from theAsampling interval of
the original data). Both decisions then define in terms of
the response function S(g? which band width it has to cover
and which degree of minimal smoothness is imposed upon it
[410(61010]. Generally increasing the length of s(t) leads to
more allowed wiggles (oscillations) for 5{g) and increasing
the sampling rate at leads to a smaller band width over which
S(g§is defined., This non harmonic approach can be described
as optimizing a continuous response function (with amplitude
[S(g)l and phase ¢,(¢) ) over a defined spectral band width and
with a defined minimum degree of smoothness (or maximum degree

of wiggliness).

HARMONIC APPROACH

Because the tidal forces acting on the Earth are very
well known from the astronomy and are almost perfectly periodic,
it represents one of the exceptional cases in geophysics.
The input has a very accurately given spectral form with well
defined frequencies, amplitudes and phases [3]1[6]. In fact
the time domain form of tidal input x{t) can be found by

synthesis of the given waves (e.g.N)

N
x(t)=45" X(g) e'? b (10)
ns-f

In this case one uses for €% the expression from (3b) for
filtered signals

T/2
e2=fm4{ (om-

. 2
\ Sy X(gy e’  de ) dt = Min! (11)
-TI2 -

8§

Since X () exists at some discrete tidal frequencies f, , 5(¢)
also can be determined only at those frequencies. The integral
over dg¢ in (11) is then to be replaced by a sum over n .

The residual power @% is then minimized with respect to the

only unknown S{g.) usince
(g}

K

D @t a ol
[ 3 ¥ mm_::._._.‘::._..:: e £ l 2
3501 0 and @S(&J&,> 0 for any n (12)
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This yeilds
T/2

o N \
HE#] 200183 S(IX() €50 ) X(p,) eM0nt) gt w0 (1)
S o mee

maseN ... N
This equation system as a condition for an optimal response
function S(f,) is in complex form so that its real and imag-
inary parts separateiy have to be zero. With the use of
amplitude IX(f ) and phase ¢,(¢,) of X(g,) and with the
real part agzlg,) and imaginary part by()) of S(g,) we
get the following equation system (called normal equations) .

T2 ‘ (14)
b 40 (ot Xt $98 (2ag s 4,40
=TI2 N
=2 aglg) X (gl cosl2img b+ d0e, 0 IX(E M EPS (2mg b+ 050
mneq

+ by eI (g M sinl2ag .t dle M) IX G ETS (2 tedle M) )dt=0
ma A2, ....,N

In practice (1l4) can be written in matrix form for finite and
digital data and solved for ag4lg,) and b.lg,) which are then
combined to give the amplitude and phase of the response
function. The solution of (14) runs into difficulties if

the used tidal waves are rery close in frequency and cannot
be resolved with the existing length of data o(t) . 1In this
case one is forced to use wave groups (such that the groups
are separable with the given data length) formed from N
waves into MW groups each having G, waves. For those groups
the response is then usually assumed to be constant [3] ,
although other types of assumptions can be used as well, as
is done in a slightly different variant of the harmonic method
TIFA [7] ,[11]. The harmonic approach can be used in many
variations concerning the number of waves and wave groups and
also as for the non harmonic methods many different digital
filters and sampling:techniques can be used.

COMPARISONS

It should be noted at the beginning that the main con-
ditions for the harmonic and non harmonic method namely the
" Wiener-Hopf integral (9) and the normal equations (14) are
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directly derivable from each other. This means that the
minimization of el either in respect to s(t) or in respect
to S(g.) is not the major difference of the different
approaches. Rather the use of the system describing function
in time or frequency domain ( s(t)or S(g,)) as the unknowns
is important, since this influences the major assumptions

being made.

Geophysical considerations and experience indicate a
rather smooth and continuous response function for the Earth.
This is taken fully into account within the formalisms of the
non harmonic approach. Further, within this approach the
guestion about the resolution of very close waves does not
arise explicity. Because this is adjusted internally by using
the system function in the time domain, not the individual
frequencies but the whole is considered by allowing any shape
for the response function over even very close waves. The
response for these waves in harmonic methods would be derived
with the rather unrealistic assumption of the constant response
over the wave group. The result is then a point wise step
function (over the wave groups at tidal frequencies) with
undefined response function between. Fig.2 démonstrates this
major difference. The observed data is 91 days long and comes
from the LaCoste-Romberg tidal gravitymeter at Bidston. The
Chojnicki method [3] was used as a harmonic approach and
the Response method [6] was used for the non harmonic approach.
Details about data and further results are given in [13] .

Here we look closely into the involved assumptions about the
response function and its demonstration. The step wise response
from the harmonic method could of course be smoothed and
extended between the waves by suitable weighting after the
analysis but this is not as reliable as using the more relevant
assumption at the very beginning of the analysis. One further
advantage of the non harmonic approach is the use of the tidal
input in the time domain. This can be derived from the position
of the moon and sun and includes all the tidal waves present.
The harmonic methods however are restricted to the use of

only a finite number of waves.
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Une remarkable feature of the Fig.2 is the error limits.
The harmonic methods assuming a constant response over a wave
group, also quote one error limit for this group. This response
error is mainly influenced by the response error for the
frequency of the major wave. It is hard to accept that the
response for the frequencies of the smaller waves have the
same accuracy as the response at the frequency of the major
wave. The non harmonic method allows, in the same manner as
for the response function, the evaluation 6f a smooth and
continuous error envelope [4] .
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~Fig. 2: Amplitude of the response function IS{g)l (or 6 )
in the diurnal band from a harmonic (Chojnicki
method) and a non harmonic (Response method)
approach.
Error bars given by dashed lines.
On top of the figure the width of the used wave
groups and the major wave within a group for the
harmonic method is given.
Data is from LaCoste tidal gravitymeter 15 at the station
Bidston for 91 davs starting at 11 March 1974. Oh.
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The harmonic type of methods also have their advantages.
If the response function is to be expected to have a resonance
(such as for the core effect in the K41 wave group) this can
be looked at (with -long enough data) free from any prejudice
about the smoothness of the response function. Further if
any other input than tidal is present with the same oxr
similar frequencies as some tidal waves and the sub response
to this input is not properly modelled, this will bias the
response to an anomalous level [2] . The non harmonic approach
.would strongly smooth out such anomalous parts of the response
function. (For the response method this is valid in only a
restricted sense since the use of the bilinear admittance

and radiational input are used also for such effects [6][1l0]).

As shown, the basic background of the two fundamentaliy
different approaches are the same so that a convergence of the
results is expected for the lonéer signals. However this will
not happen automatically unless the assumptions about the
response function cdnverge as well. However at the major
waves the results agree quite well, although even this is
below the desired level for some investigations such as the

ocean tide inverse problem [1] .

EXTENSION OF THE MODEL AND SOME ASSOCIATED PROBLEMS

The possibility of other existing inputs and their effect
on the response'function may be crucial to the analysis, if
these are not treated properly [2] . For an input with
frequencies totally different to the frequencies in the tidal
input, the situation is rather easy to handle. This input is
either included into the analysis or the corresponding frequency
band of the observed signal is separated with digital filters
and investigated separately. In most cases, however, the
additional input may have totally or partly the same frequencies
as the tidal input (such as ocean loading or shallow water
loading or even other inputs). In such cases where inputs are
correlated among themselves, one cannot separate their
individual effect on the output without introducing further
assumptions or previous knowledge. In the most general form
the multi input case can be introduced into the analysis with
following extension of the model
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J
Pleh= S () + 2 Sited Z50p) (15)
Je1
or
L=< ‘3 )
péﬁii sple) x(t-t) de + g ;% ;T2 (t-T)de (16)

with s4lt) the sub system function and z,4(t) the input of
the j-th channel and S;5{¢] and Z;l¢) their Fourier transforms
_respective by Fig.l . One approach as used in [3] is the
determination of a regression factor between the observed data
and secondary input (such as air pressure with energy in some
tidal and non tidal frequencies). It is equivalent to assuming
a constant response function for the sub system over the entire
freguency range available (0O = 0.5 cph for a data sampling rate
of at=1h) and is therefore only a poor approximation of the
real situation. Moreover this regression factor is more valid
at lower freguencies, due to enerxgy concentration there,
for signals like airx pressuré and temperature. It also means
a zero phase response at every frequency. This can be easily
verified with (15) and (16), since a regression factor means
a sub systems function 5§ﬁﬁ existing only at T=0.
Before introducing such inadequate assumptions, it seems to
be sensible to make a straight forward analysis with only the
tidal input (and also including eventually other non correlated
inputs) and then to examine the response function and the
residuals. The anomalies in the response function will indicate
the existence of correlated inputs and the residuals will
indicate other non correlated inputs. An example for this
approach can be given from ocean tidal loading problems. In
this case the output wave PI{g.) is first determined from a
single tidal input analysis. Then (15) is used by introducing
body tide response S,(g.) from a model (e.g. for the gravity
the amplitude 1.16 and the phase 0°) and X({,) from the tidal
input. Further one introduces for the other channel the input
Z,(t,) from ocean tidal maps and the sub response S,UED
from modelled Green functions. The unexplained part of Plg,)
after the consideration of two input channels and subk systems

is then investigated in order to-correct the assumed parameters
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of the two channels or eventually to reveal the existence of
another additional channel. The inclusion of multichannels
directly in to the analysis via (15) or (16) and the least
square principle (2) and (4) leads to a formalism involving

the cross correlations between the inputs themselves.

Extension of the model to non linear systems (due to the
non linearities in the Earth or instrument) is theoretically
a separate problem from multi inputs. Given the major input
.frequencies one can calculate by several models of non linearity
the frequencies where certain extra energy might be expected.
However those frequencies might be exactly on the fregquencies
of tidal or other inputs so one is back to a similar situation
as in the multi input case. In this sense the problem of
non linear systems and multi input systems converge in practice
to the question of whether there are several causes at one
frequency independent of their possible different origin.
However, the actual possible origins will help the choice of

assumptions made in order to solve the problem.

One further problem arises due to the non-linear waves
(or similarly due to the other input channels) where only the
involved frequencies are known but there is no explicit input
at this frequency. Therefore the linear response function does
not exist at such frequencies. Such waves can be picked up
by the investigation of the residuals. But for a proper
analysis these waves have to be considered in order to avoid
leakage from these waves into other waves used in the analysis
(note also that exactly for this reason, the tidal waves are
introduced into the analysis together and not step wise after
each other [13]). In this case with only information existing
about the frequency one has to introduce as unknowns into the
analysis aylg) and b,(¢) , the real and imaginary part of the
model output (leading in the end to the amplitude [P(g)
and phase dﬁ(gﬁ . T@is has been done in the TIFA method and
some other classical tidal analysis methods. In fact those
methods uge directly P(g) for the analysis instead of Slg)-X{g)
[11l.



Finally, the time variance of the response function is presently
investigated by applying the time invariant analysis to the
sequences of the data with a suitable sequence length and a
shifting interval [8] . The results however need very careful
examination and interpretation. Often the real variation of the
response function with the time is not detectable and the
variation is instead caused by the wrong assumptions about

the response function, neglected non linea+vities and inputs

¢

in the basic time invariant analysis.

' PINAL, REMARKS

It is very briefly demonstrated that the establishing of

the common background of analysis methods using "Optimal
Linear System Approximation” helps considerably to identify

and to handle some major problems arising in the analysis
of Earth tidal data. Further it gives the theoretical frame=
work for the extension of the existing models, which might lead
to further valuable geophysical information. This paper
presents only a part of the work on time series and system
analysis in progress which is soon to be presented in a complete
form [13] .

Finally I would like to thank the Turkish Scientific and
Research Council for providing a N.A.T.0. scholarship for
study towards a Ph.D. Thanks are also due to D.E. Cartwright
for the 0§pcrtuﬁity to work at I.0.S5..Bidston and to T.F. Baker
for supervising this work.
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About the Sensitivity of the Venedikov Tidal Parameter Estimates
to Leakage Effects

by
Klaus Schiiller

Institut fliir Theoretische Geodisie der Universitit Bonnos
5300 Bonn 1, Nussallee 17

Summary: It is shown that the estimates of the tidal parameters
derived from the VENEDIKOV-Method (VENEDIKOV 1966a,b,
1968, 1977) and related variants (DUCARME 1975, WENZEL
1976) are generally more affected by leakage effects
than other tidal analysis methods in practise (CHOJ-
NICKI 1973, WENZEL 1976, SCHULLER 1975,1976, 1977a,b).
This is due to inadequate sampling after filtering in
combination with the non-ideal bandpass characteristics
for the tidal domains. As it will be proved theoretical-
ly and numerically the VENEDIKOV estimates do not repre-
sent the energies of the individual tidal bands alone,
but a conglomeration of energies over the whole pass=__
bands of the filters. Hence, the interpretation of tidal
parameters derived from the VENEDIKOV-Method should take
the leakage mechanism into account when looking for small
effects *ike liquid core resonance,perturbation by ocean
loading etec. /

I. Tidal Parameter Estimation by the VENEDIKOV-Method.

Given a tidal record y(t) which is hourly sampled and (for
simplicity) assumed without gaps. Furthermore, y(t) is a band-
limited signal due to preceding smoothing, so that with

fY(m)iZ = 0 for |w| 2 w;= wlrad/n] (1.0)

aliasing with respect to the hourly sampling rate is avoided.
Defining a set of even and odd filters, each of length L = 21,
i.e. ci{t) = ci(mt) (even) (1.1a)

Si(t} :msi(mt} (odd) (1.1p0)
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’ (i = 1 — diurnal(Dd)), (i = 2 — semidiurnal (SD)), (i = 3
— terdiurnal (TD)), and applying them to y(t), we find:
l
e. (t) c.(r)y(t-T) (1.2a)
T-~l
and SR
o;(t) = T s.(1)y(t-1) » (1.2b)
.o T==1 _
Denoting 1
C.(w) = T c.(t)coswt (1.3a)
i g=-1 1 : ,
l .
and S.(w) == s, (t)31nwt : (1.3b)
t==1 :

as the Fourier transforms of the time domain filters, the
frequency domain representation of (1.2a,b) will be:

(w) %
gA (w)C (w,e Ty i (1.4a)

Ei(M)

and - i(o (w)+X) L
0; () %Ay(w)si(w)e Yv e (1.5a)

\ According to VENEDIKOV 1966b, 1977 the filtered observations
(1.2a,b) are sampled withia rate equal to the filter_length _
L in order to keep them algebraically uncorrelated with res- -
pect to (1.2a,b). Assuming an odd number n = 2m+1 of filtered
ordinates arnd relating the time origin to the central time
point, the following sets of error equations may be derived
for each tidal domain (D,SD,TD): '

U m. . ) )
i ij | v -
e.(T) + v_ (T) = £ E.. £ C.(o¥, JA*(u¥. dcos(w® Tip*(w®. ))
i e; j=1 1 k=1 ‘1 1Jk 13k ijk 1jk
e "1 S | |
-5 I C.(w¥. )A% sin T+ )
j=1 Vi3 lg 3 (055 )A% (0l o)) (ml]k v (mle )
ui ui . ‘ .
= L E..a.:(T) = % n..B..(T) .
jop 1374 jzl‘nlelJ(T) : | (1.7 a)
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and
u. m. .
(T) + (T) zls z:lJS(“e YA* (w¥. )sin(w®, T+o®(w®
o, v s = . (0%, (w5, )sin(w? ., T+ .
i 05 j=1 1 p=q 1 ijk “ijk lek e (miJk))
U. .o
* 1J % %o % % ¢ &
T?N nij § S(wijk)A (wijk)cos(wijkT+¢ (wijk))
j=1 k=1
. B,.(T) 2 n.
= “’z ° o ° o T = Z o o0, T 19
PLILTLE RRITLIVICY (1.7b)

j:

In (1.7a,b) Eij’ ”ij

are the harmonic elements of the CARTWRIGHT-EDDEN development,
us is the number of wave groups, mij the number of harmonic cone-

are the auxilary tidal unknowns A% g%, u%

stituents in the different wave groups, T = O, + 2L,..., mL is
the discrete time parameter.

Following the least squares rules, the tidal parameter estimates
for each domain D, SD, TD will be derived from the associated
systems of normal eguations

]_\Ii)_gi = ‘Ei | | | (198)
with
N. = N_ + N and W, = w_ + W (1.9)
i ei Oi 1 es Oi

Finally the solution for the auxilary unknowns will become:

X = N. w

X, = Njwy (1.10)

leading to the tidal parameter estimates. The subsequent error
calculation will not concern us here.

II. The Leakage Mechanism in the VENEDIKOV-Method.

Denoting the pure tidal signal by y*(t) and an arbitrary per-
turbation process by z(t), the tidal observations may be written

y(t) = y*{t) + z(t) (2.1)
(Condition (1.0) is assumed to be wvalid).

as:
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Then (1.2a,b) appear as:

it

ey (t) e (t) +»Zei(t)
% .
oi(t) + Zoi(t)

(2.2)

and oi(t)

Setting up error equations of type (1.7a,b) and applying the
least squares rule, the solutions for the auxilary unknowns
result in:

. “1 g =1
. = XE4 . = N, wi+ N. ; i
“')"('l 51 é)'gl Z\ll ‘L’l I_\xl éﬂl’ ) (2 3)

where the perturbations égi are caused by the Aw of the
absolute vector. The perturbations Aw., of the absolute vector

are governed by the ze_(t) and Zq (t). Hence, égicontains two

i i
different kinds of elements, that is:
L
2 s 7
Aw?, = I {o,.(T)z_ (T) = B..(Mz_ (T)}
1) peoprn U €4 1J %%
and i mL _ _
Aw, . = =L {B,.(T)z_ (T) + a,.(T)z_ (T)} (2.4)
1 Tqpalg 13 ey ij CH :

As (2.4) in its time domain representation is hard to interpret
with respect to signal and noise interactions, the frequency
domain is chosen for understanding the influence of the per-
turbation process on the unknowns (SCHULLER 1976,1977a,b).

For this purpose (2.4) may equivaléntly rewritten as:

[}

£ 5
Awij ”tsz {aij(t)zei(t) Bij(t)zoi(t)}d(t)
and N ® o (2.5)
Awij _tZEm {Bij(t)zei(t) + aij(t)zoi(t)}d(t)
The time function d(t) here is easily found to be:
m
L 8(t-kL) — for |k| <« m
ace) = {5 . 2.6
0 for |k| > m (2.6)

(8§ — Kronecker symbol)
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which is called rectangular window function in the time
domain. Its normalized Fourier transform is then the
'spectral rectangular window', analytically expressed by
(JENKINS & WATTS 1968) (Fig.1):
o n <
sin(swl) :
Do) = 2 (2.7)

Applying now the convolution theorem of time series analysis
to (2.5), we find (SCHULLER 1976,1977a,b):

£ _n MHj Yy
Awij =5 kil ﬁioA.( )A (w)[C. (lek)C (w)+S. (lek)S (w)] -
+ D(a-uf;, Jeos (o* (ul s )0, (3))da + )
b3 EH TRt A (@) ICy (0] 5100 (8)-8; (0t 08, ()] -
2 k=1 G0 ijk ijk
o D(w+w13 )cos(w*(m )+¢ (»))dw (2.8)

with Az(w) and @Z(w) as amplitude and phase spectrum of z(t).

The frequency domain representation of Ang will be obtained,
by replacing the cosine terms with minus sine ones.

Hence the order of magnitude of the perturbation elements
AwY ij and AWEJ3 that means the influence of the perturbation
constituents are governed by the gains C, (w) and S (w) of the
even and odd fllters and by the spectral rectangular window
D(w). In the following reference is given to the VENEDIKOV=-
Filters 1966b of ygh length. Fig.2 shows the gains of the

filters within the Nyquist-interval.

The spectral rectangular window, associated with the VENEDIKOV-
Method has the following properties (see 2.7):
a) D(w) is periodic with period El = 2wy s where Wy is the
Nyquist frequency associated with the sampling interval
L of the filtered observations.

b) The main lobes are situated at 2wk (k=0,15...)-

¢) The zeros are located at %%k (k=1,2¢..)
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d) Within the k-th period D(w) is
- gymmetric to i2kw1)wLwhen n is odd
- antisymmetric to (2k~1)mL5 when n is even

provided that no gaps are present.

Keeping the properties of the filters and the spectral window

in mind, the following rules may be concluded from (2.8):

a) In those frequencies domains of the Nyquist interval where
the‘Ci(w) and Si(m) coincident, the second term of the right
side of (2.8) is cancelling. However looking at the bands
of the filters the first term of (2.8) cannot be cancelled
by the filter properties. Hence, it is the spectral window
which governs the influence of the passing perturbation

constituents by its actual weight.

b) As the spectral window possesses zeros at w = giks
0,k nk

perturbation constituents which are located at frequencies

being w away from the tidal ones will contribute no

pertuPbZE?on energles to the Ang and Ang, All other
frequencies do generally influence them.

¢) As the spectral window has extrema equal to one at %ﬂk,
perturbation constituents which are %Ek away from the
tidal freguencies, will contribute those energies which
nhave passed the filters,without attenuation by the spec-

tral window.

d) The influcnce of perturbation energies from outside the
tidal bands is called leakage effect. Leakages, occurring
from frequencies being more than wy away from the tidal
ones are particular nominated: they are called 'aliasing

effects’.

The conclusions a) - d) may be summarized to the following

central statement:

The VENEDIKOV-estimates for the tidal parameters do not only
represent the tidal energies inside the tidal bands when the
observed tidal signal is superimposed by 2 perturbation pro-
cess. Due to the unfavourable window function which is asso-
ciated with the VENEDIKOV-Method in combination with the non
ideal gains of the filters, perturbation energies from even

distant frequencies can leak into the tidal bands, where they
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cause biases with respect to the tidal parameter estimates.

III. Numerical Demonstration of Leakage Effects Associated
with the VENEDIKOV-METHOD

In order to demonstrate the theoretical derivations numeri-
cally, the following experiments were carried out by means
of a 1 month series of theoretical tides.

(Bonn Station, ¢ = 50.73°, A = 7.08°E, h = 50m).

As it is predicted by theory all energies of additional pro-
cesses superimposing the tides are going to contribute maxi-
mum leakage, when they are concentrated at frequencies, being
%ﬁk away from the tidal ones. Taking the familiar VENEDIKOV
filters of length L=48% (VENEDIKOV 1966a,b), the Nyquist
frequency W, with respect to that sampling is:

wp = %%%%h = 3.75%n (3.0)
Hence, the maximum leakage frequencies wxi . relative to
the tidal frequency mg are: ’
= w¥ ¢+ 7.5 k (k] = 152.0.) (3.1)

wisk i
Considering the tidal band 01 with wgq = 13.94%/n,

we find

- o)
wo1,1 * 21.44%/n (3.2)

and = 6.44%mn

®o1,-1

to be frequencies from which maximum leakage must be expected
with respect to the window. The gains of the even and odd
filters are, normalized to O1:

Cc(21.44%/m) = 0.32 S(21.44%/n)

11}

0.27

0

: (3.3)
0.29

{1

c( 6.44%n) -

1 0.15 S( 6.44°%/n) -

Therefore two VENEDIKOV analyses were computed for the theore-
tical tides which have been separately superimposed by:
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a) zq(ﬁ)
b) 22(ﬁ§

Acos(21.44 £ + o)

Acos( 6.44 ¢ + ¢)

it

i%

where A = 10 uGal, ¢ = 126,350

The resulting leakape effect in the subsequent tidal para-

meters are shown in Table 1a and 1b for the main tidal bands:

Tidol Band AE A A6 | A

o1 | 01238 0.073¢ 201208 |  -4.80
K1 -0.0003 -0.0006 0.0003 |  0.04
N2 | -0.0364 -0.0076 0.0364 0.42
M2 0.0755 -0.0069 -0.0755 0.44
52 0.0020 -0.0052 -0.0020 0.30

Table 1a: Leakage effects on the parameter estimates for a perturbation with 21.44%h

Tidal Band | . AE A AB An
01 -0h586 0.0464 -0.0575 -2.83
K1 0.0006 0.0003 -0.0006 -0.02
N2 0.0005 0.0000 0.0005 0.00
M2 | 0.0002 - 0.0000 -0.0002 0.00
52 -0.0001 0.0003 - 0.0001 -0.01

Table 1b:Leakage effectson the parameter estimates fora perturbation with 6.64°/h
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As it was predicted the perturbations at 21.44°/nh and 6.44°/n
respectively cause a bias in the tidal parameters of 01 due
to leakage. Moréover, Table 1a shows also a tremendous effect
in the M2 parameters. As we find

a _ o - o
opp, -y ¢ 28.98 - 7.5%/n = 21.48%/n

also M2 is effected by nearly maximum leakage. As the gains
of the semidiurnal filters are not zero at 21.48%/n the in-
fluence of that perturbation on M2 cannot be avoided.

Table 1b is principly showing the same results. Again, 01

is detected to be disturbed by leakage from 6.44°/h but as

the gains of the diurnal filters are in all closer to zero in
this frequency range (see (3,3)), the effect is smaller than
from 21.44%/h. As the semidiurnal filter gains are very close
to zero at 6.44°/h there is practically no energy transfer to
the semidiurnal tides.

Analogue experiments were also carried out for other tidal

bands exhibiting comparable features and have therefore been
omitted hereslAlthough there may arisé,the objection that these
experiments do not represent the actual perturbation pro- |
cesses they jllustrate the leakage mechanisme associated with

wthe VENEDIKOV-Method very well.
00nc1us;ons:

It has been shown that the tidal parameter estimates

of the VENEDIKOV-Method are effected by leakage effects,

due to the inadequate sampling of the filtered obser-

vations when the tidal signal is sdperimposed by a per-

turbation process. Hence, interpretations of such analysis

results have to be done with care.
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THE PRINCIPLES OF THE RESPONSE METHOD

U. YARAMANCI, Institute of Oceanographic Sciences, Bidston,
Merseyside, England.

(Paper presented at the 1. Meeting of "Working Group on Data
Processing in Tidal Research”, Bonn, March 1978.)
SUMMARY

The basic principles of the "Response Method" [7], [5]
and its use for Earth Tides data are shown. Problems and
criteria concerning the smoothness of the response function
‘of the Earth and extensions of the method are discussed.

INTRODUCTION

Tidal analysis is a very advanced theoretical and practical
branch of Oceanographic Sciences and much of the experience
there is also useful in Earth Tide analysis. Therefore it
was required for this meeting to review some of the analysis
methods commonly used for the Ocean Tide analysis and to
discuss the use of these methods,such as the Response method
in this particular caseyfor Earth Tide data.

The Response method was first presented in 1966 [7] for
Ocean Tides and its extension for Earth Tides is given in [5].
It is the most elaborate non harmonic analysis method for
tides available. In this non harmonic approach the physical
system of the Eérth’is described by é linear system using a
representation with the system function s(t) (weight furiction)
in time dOméin. The Fourier transform of s(t) leads to the
system response function S(f)e As shown in [8] , the observed
data oflt) is described with a model output pP(t) which in turn
is the convolution of the system function s(t) with the tidal
input x(t) to the model

®
1
pttr={ stz xtt-vide (1)

In order to find the best approximation - of slt) to the real
phfsical system Earth one has to minimise the residual variance
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(mean square error) et . Because the residual function e(t)
is a measure of the difference between the observed outputvclf’ 
of the real physical system and the output plt)of the model
linear system [8]. U A

elti= olt)-plt) A | (2)

The residual variance &2 is then given

T2 T 0 i '
7= 404 ew’at =84 (ot)-{ stixtt-zrde) ot = Minl  (3)
-T2 #TI2 e k

' The minimization of e* with respect to s(t) leads to the well.
known Wiener—-Hopf integral as a condition to be fulfilled by slt)

c,,(u)r-s.s(ﬂc.“(u-ﬂ dt | for all u (4)

- 5%

This equation is then solved for sit) with finite and digital
data [8].

SPECIFIC FEATURES OF THE RESPONSE METHOD

In the Response method [7] the above outlined straight
forward non harmonic approach is very much extended and
enriched with the use of the tidal input x{t) in its complex
form involving spherical harmonics. We have theh [appendix]
for the tidal input x(t) Ea . |

E Non , i ; , L : ;
x(t)=% 3 > xmiy =43 f yrittsizmwy ()
ey, mae fimd, Mmen '
In this way the tidal input is used as a multichannel ihput
~to the system, so that the linear system has to be considered
'ﬁwalsc with its sub systems Sn{t) . As with the input, the
sub systems are also in complex form

ST () =T + vl L o

With both complex multi inputs x™(t) and corresponding complex
sub systems 87 (t) the model output plt) from (1) is given

M on “@ ,
pitysd 3 5 | sTtoxmit-m™de (7)

ARL THEeR o
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(% denoting the complex conjugate). Using the real and
imaginary parts for g7 (t) and x§ (t) from (5) and (6) and
the symmetry properties of these for -m or m

- 4] ® - % t
(e.g.x™ ()= (-1) xT() , y fii§§€~ﬁ3m yltl i %“(w’%?mz’f;(ﬂ ’
similarly for sT(t)) we get

N ) o l
plt)= ;Z; 2 [ (urtmyrtt-o+ vitn aTit-1) e (8)

The model output plt) in (8) does not involve any complex
guantities. For the convenience all involved parts of sub
| systems and sub inputs are indexed continuously yielding
g .
pir=y { s;(e)x;tt-rde (9)
J=4 _ee
With (9) the minimizations of the residual variance e leads to

the modified Wiener Hopf integral.

3 &2
Cox,lul= Z % s;(T) @xéxgiumiE dt for all u (10)
3290 4 teA4,2,...,9

With the change to finite and digital data (10) can be written

in matrix form
[R:J=[Mi;][w;] (11)

where R; are the cross covariances of each input with the
observed signalgﬁ@é are the cross covariances between the
various inputs (for several values of u and t) and \Mi

are the real and imaginary parts of the sub systems to be
calculated. The solution of (11) is then given using the

inverse matrix of ﬁmjj
-4
[w;l=[M:;] [R:] | (12)

Before going into the details of (10), (11), (12) for finite
and digital data and into the assumptions about sf(T), we

outline the calculation of the response amplitude and phase
for the sub systems. The complex response S?iﬁ of the sub
system is given by the Fourier transform of the complex sub

system function s7,(T)
(7]

ET{§E$% s™(x) e it FfS gy . (13)



With (6) and the real and imaginary parts of the exponential
function we can identify in (13) the real and imaginary parts
of the complex response function

Salg)= a7 i)~ b () (14)
Calng) = :}; (URte) cost2mge) + v (e sinl2nge) )dz (152)
b () = | (U (e) sint2ag) = w7 () cos(2mpn) ) de (15b)

The response amplitude %%i%g% and the response phase é§m€§§
are then found by

Eg“f:wﬁﬂé a7 () e prnpy® (16a)

",n »
by (g)= (16b)

(The response amplitude and phase are often denoted for
gravity by 6 and ).

THE CHOICE OF THE RESPONSE

The Wiener Hopf equationsin (10) as a condition to the
real and imaginary parts of the sub systems lead for the digital
and finite data to the matrix equation (11), which is then
solved. There are two basic considerations in the step from
(10) to (11). The first is the choice of the length of system
function g(t)(which is an aperiodic function due to the
stability conditions for linear systems) denoted by £ Thax
This reduces the integral limits fromtes to 2<%, . Next in
order to go over to a digital formula (that is to a sum
instead of an integfai} the continuous time variables u
and T are given in form u,=rau and T4=qAT , with AT the
sampling rate of the system function and au the sampling rate
of the correlation functions (and Tu,,,=Qme AT+AT ).
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We then rewrite (10)

Ymex

Cox,lU,) = Yooy silTy) @%E%éuyml%} ix4,2,.,3 (17)
' 3= 8- %max

The length of the cross correlation Upg,srm..Au is therefore
not the main criteria but is rather imposed by the choice of

* Tmex 50 the basic decisions to be made are about the length
and sampling of the system function g(t). We will look into
the influence on the response function S{g) of those choices.
Since the sub inputs of the tidal input cover only one major
tidal band (e.g. diurnal, semi diurnal etc.) with the frequency
width aF , we require that the continuous sub system response

:§f€§§ extends over afF . Considering that the diurnal band
extends approximately from 0.8 cpd to 1.1 cpd and the semi
diurnal band from 1.75 cpd to 2.05 cpd, a band width aF of
0.3 cpd is appropriate. If at is the sampling rate of ;Sfétﬁ
the Fourier transform of it has a Nyquist frequency or total
bandwidth of 41/2at and will be periodic in frequency intervals
4/2at . In [7] and also [5] a sampling rate of at=48h gives
a total band width for ST@?E of 0.25 cpd, close enough to
AF =0.3cpd. One might be surprised by this choice because of
the repetition of the response spectrum after 0.25 cpd, but due
to aF=0.3 cpd it has a full independent band width over the
tidal band, in which it has to represent the actual response
(e.g. with @msﬁéh or equivalently a band width of 0.12 cph
the response spectrum would repeat itself around 3 times over
6F=0.3 cpd. This would impose an assumption that the response
over e.g. first, second and third part within a tidal band are
alike and would of course be unrealistic). Clearly the choice
of ate«lh (in accordance to the data sampling) would allow us
to represent the résponse spectrum over the whole Nyguist band
of the signal, but this is unnecessary since the response out-
side the tidal band &F has no physical sense, because of the
non existent input ocutside of this band. Certainly one could,
and should, use {(due to the points above) for At anything from
48h down to lh. The point to emphasise is that we deal with
the guestion of sampling the system function and thereby the
imposed band width., The problem of data sampling is gquite

separate from this problem.
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EXTENSIONS OF THE MODEL IN THE RESPONSE METHOD

i

Considering the equation (2) for the model output (or

predicted output) one can increase +he number of the inputs

ﬂ';

and also accordingly the number of sub systems for other
influencing phenomena. The Wiener-Hopf integral in (10) would

.

also be modified with further correlations of additional channels
with the observed signal, various tidal input channels and other
input channels. In & is manner one can introduce any possible

input to the system such as temperature, pressure etc. The

cross correlations between the various inputs are then taken
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care of within the analysis. In fact, in the original
presentation of the Response method [7] a so called radiational
input is introduced (varying with the cosine of zenith angle

in day time and being O at night time) to represent generally
the non gravitational inputs. However in cases wheré_fecords

of other inputs are already available one might get more
information by including them directly.

Also non linearities in the response of the system under

investigation are considered in the Response method. For this
purpose a suitable artificial input is produced by multiplying
paly wise the existing tidal sub inputs (bilinear inputs).

To each of those inputs a bilinear admitanceeg(t,t')is assigned.
With this the model output from (9} has the additional output

3 j o on
Pttt = 25 | { s te) xylt-vi x ety drae’ (1)
;a‘ ad - 80
The associated bilinear response functions are found via the

two dimensional Fourier transform of (18)

#F @5
S,:k'(:.ﬂ"--“‘g S Sjlt. ') 27T oY dr de! (19)
o8 —on »

-

Multiplying the linear inputs produces in the bilinear input

a large number of non linear frequencies which would be directly
used in a harmonic analysis. However due to the use of the

tidal input in the time domain {directly derived from ephemerides)
the number of waves are not limited in the Response method both
for the astronomical tidal waves and the non linear waves

arising from them. We note that also trilinear input and
responses are used in the Response method in the same manner

as for the bilinear case.

FINAL REMARKS

The response method as a non harmonic method is widely
used in the analysis of ocean tides. Its advantages or
disadvantéges {especially in comparison to classical harmonic
methods) and the great variety of ways to use it, are
extensively described in the publications giVen in the

references. The assumptions made about the response function i
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compared to those made in the harmonic methods are,investigated
in [8] . 1In general the realistic features of the response
function being continuous and smooth are successfully used in
this non harmonic approach. Therefore its increased use in
Barth Tides will certainly increase the geophysical information
and alsoc contribute more to the understanding of analysis
methods in’general. , |
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APPENDIX

The following is a very brief account of the derivation
of the tidal input for Earth tides [5][7]. The tidal
potential V is given (at a test point Plr.e,\) resulting
from two masses M;)

2 GM; &\
Vel TRy gi“‘"% Polos o) (A1)

i stands to indicate the origin of the potential due to the
moon or sun (i=1 or 2). G is the gravitational constant.

v is the distance from the Earth's centre to P . R;

is the distance from the Earth's center to M, . e;is the
zenith angle of the particular @& . P_lecose;) are Legendere
polynomials and are given in terms of complex spherical

© = ~
harmonics Y, [71.

i g@“ﬁ ™
P leosa)=5—mr 2 Y LZ;,LD Yle, Sh (r2)
mrE-n

e,\ are geocentric coordinates of the observation point.Z;,L
are the geocentric coordinates of the i-th body (moon or
sun). Z;andl; (or «;) and also R; are functions of the time,
describing the position of the i-th body totally. # denotes
the complex conjugate. Spherical harmonics ‘Yt are expressed

Laad
with Legendere functions P,

Y7 (o, \) = -4 Zosa Jin-edl p™ (o0 o) @imA (A3)

BT Sm-emg%
and normalization

2
% évmig,}dé sine de dA=1 (24)

(&l

The vertical and two horizontal components of the tidal

acceleration (tidal input) are on the earth's surface (r=a)

- LA =1 8V _ 9 -\ (A5)
Ar==3r Ae® o e A=

a cos e oA



4658

The tidal potential V in {Al)"is complex with the use of (A2)
and (A3), (A4) so is the tidal acceleration in (A5). We
therefore denote the acceleration in the station and direction
of observations with x(tleylti+igll) ., With the consideration
of spherical harmonics we have then for the tidal input at

a station and direction (with a finite number of terms N)

AT N o
XY= 4 5 57 xm(4) =45 T mipra;om
g%m maen " z L gﬁﬁgﬁétémzﬁm

1

(a6)
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"THE PRINCIPLESOF THE TIFA METHOD"

U. YARAMANCI, Institute of Oceanographic Sciences, Bidston,
Merseyside, England.

(Paper presented at the 1. Meeting of "Working Group on Data
Processing in Tidal Research", Bonn, March 1978)

SUMMARY

The basic principles of the TIFA method (Tidal Institute
" Flexible Analysis) and its use for Earth tide data are
presented. The connections of the méthod to other harmonic
analysis methods are shown. Attention is especially given to
the derivation of the response function and the meaning of
relation factors in terms of the involved assumptions about

the response function.

INTRODUCT ION

TIFA is a harmonic tidal analysis method along with many
other existing classical harmonic methods. Although it is
uéed very successfully for Ocean Tide data it is not widely
known for Earth Tides and therefore it was required for this
meeting to review the TIFA method and to discuss some of
the important points by applying this method to Earth Tide
data.

~ The idea to express the tides as a sum of cosine waves
with the known frequencies (from the astronomy) and then to
determine the amplitudes and phases through 2 lzast squares
adjustment of this sum to ths ubserved data goes back as far
as Lord Kelvin and Sir George Darwin 1867. Many methodsvwere
devised with this principle of the least squares, some of
them very ingenious in overcoming the problems of the pre-
computer age [2] . Computers gradually allowed the use of
the basic principle in its most extensive and general form

so that programs such as TIFA could be devised [4], [3].

The harmonic model of observed tides olt) is given
with N constituents by p(t)

N

plti=) P Mcos(2mg t + b, te, ) (1)

ned
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(2)

rved data o(t) only up to

r
erences are called the

. P L s e

a arising gilrc
" -

residuals

(3)

to say that the observed
nal p({t) and "noise" elt)
@ﬁly in the physical sense

n the model and is therefore

a measure of the modelling. Consequently the amplitudes Ep(hﬁ!

and the phases §,(f,) are found by minimizing the residual
poweyr el That is

Ti2 Tia i B

o o E\%

{( Lirey2 L { -

-\ - | (4)

rea
For the sake of simplicitly the mean value of observed data o(t)

is assumed to be removed so that P, )also can be set egual
]

to zero. We emphasise at this stage that the plt) or P(g)

can be regarded as the output of a linear system model with
the: Kle ) response function S(g,)

is done using

all n (5)

duction of the K@&l and imaginary parts
Pl )= a lgd-1b @%E to the set of

(6)

L&
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Introducing finite and digital signals we can write (6) in

matrix form
E%E ' (7)

where Y; are the product sums of the observed data with
gﬁéézﬁgmi& P; are the unknowns of a,(g,) and b_(¢,) and X;jare
the product sums of the cosine and sine components with
frequencies ¢, and ¢, . The solution of (7) is found by

o R’ﬁ
~calculating the inverse matrix Ex@]

[Py 1=[x%;;1[v: ] (8)

We note that in (6), (7), (8) the solution of the problem
would be reduced to a simple Fourier series representation of
observed data, if the used frequencies are integer multiples
of the fundamental frequency (i.e. l/data length). This in
practice is very rare except for the case of approximately one
year length of data where basic tidal frequencies are integer

multiples of the fundamental frequency.

THE RELATION FACTORS AND THEIR INTERPRETATION IN TERMS OF THE
RESPONSE -

In an actual analysis often the data length is too short
to resolve very. close tidal frequencies because the matrix
equations in (7) and (8) are then ill conditioned. One
therefore has to work rather with wave groups instead of
individual waves. In this case H wave groups arise (group
index h) each having G, close waves (the wave index within a
group is g). Further in each group all the waves with the
frequency fng (g-th wave of h=th groupy are related to the
major wave with the frequency f{ng using the relation factor

Eng and Ay,

Eggﬁ@ﬁkfghggwéﬁﬁ§§ for amplitudes (9a)

%iﬁ,@?@ @@qgk‘@) * %%g for phases (9b)

or as follows in terms of real and imaginary parts

apleng)= a,lgy

P P ) &,

3 g @@?‘;%hg “"‘"’ @@é§h§§ %E@ﬂg 3 éﬂ%%&ag {10a)
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f Se= fial & < irh - b (..} &
@?émﬁ%% wgig,,%gﬁ “hg = é&gg 4 Qﬁ?‘:gzg‘%é; 5’%% ﬁ@g%ﬁg (lOb)
Proceeding in this way the2N unknowns of a i&ﬁ and b (ﬁ)

in (6) are reduced to ZH unknowns of ﬁ%i@@§ and b?iﬁ%)

.
leading to the modified normal eguations

T2 [ &
H ‘W\%e
slimal S LT , é Ge,
=2tewT) 2. Gpling) 2_Engcos(2ap, t-X,,) 5 £ S (21 et +N\urs
=773 bed > ged © J Vg He 5 5 n Fr4 g )
: &y &,
RIT D we S (2w, t- 5 cos
4 @?égﬁgjg i:s;g%;ﬁ% s izsﬁg&ggﬁa }ggﬁ@; %;W gﬁﬁi s i ﬂ{zﬁ;%ét ‘%x‘{'}
< g=d
W=42,..H

(11)

This normal eguation system (11) for wave groups is solved

in the same manner as the eguations in (6) for finite and digital
data. The results for the individual waves are then formed

using (l0a) and (10b) or better using (%a) and (9b). The
introduction of the relation factors %kg and khg helps to
overcome the problem of unresolvable waves but the additional
information required in order to provide the relation factors

is difficult to. obtain. One reliable way of getting the

relation factors is by analysing a long data set (e.g. one
year) fr@m‘ the same station or a nearby station. Also con-
siderations from geophysical models may contribute to this
information. With the lack of such knowledge however one
has still the simple choice of the assumption that the waves
in a group are related in the same way as they are in the
tidal input. To see the implications of such a procedure upon
‘the response function we write the model tides P(g.) as an
output of a linear model as mentioned earlier. (Also [5]).

o

]
@

Y XCg,) (12)

£
| .

éa
w'%
TR
ﬁ”«’i

with X(g,) being the complex spectrum of the tidal input (at
the same station, direction etc., as the observations) and S(g,)
being the complex spectrum of the Earth's response. With

amplitudes and phases from (12) we may rewrite the relations
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from (9a) and (9b) as follows

_ Pyl §5€£hgﬂ Xteng)] . (13a)

3\5‘!3 = ¢?€§h$) = @?€€§%§)

(13b)
= ¢§ igkgﬁm $§(£h§§ + @x(@hg) - @x(;?@s

. Now if we assume the response amplitude and phase to be constant
over each individual wave group KW the relation factors in
(13a) and+{13b) reduce to

Ex‘@hg)g
Eing= Xl and  no= b lfug) - Bulfng) (14)

Thus using the relation factors directly from the tidal input

is equivalent to the assumption of constant response over the
wave group. In fact this implicit assumption about the response
for the classical harmonic method TIFA is used in harmonic
methods for Earth tides such as Chojnicki, Venedikov, HYCON etc.
[5] in a direct way, since in these methods the response S(f,)
is used as unknowns (by using the knowledge of tidal input X(f,)
and inserting linear system model equation (12) in to the
formalism of TIFA). Incidentally for the mentioned methods
using the response of the Earth Sig,) as unknowns, it would

be better to use the terminology of "harmonic response”

methods, since harmonic methods traditionally refer to methods
like TIFA using directly the model of the tides Plgy)

[43 ,037 , (21

Considering the connection of the relation factors to the
assumptions about the response, one can of course also use
in the TIFA method any non equilibrium response assumption (1]
over a band through .(13a) and (13b) and check its wvalidity by
investigating the residual signal. Further, it is also very
easy to introduce into the TIFA method waves with frequencies
which are not present in the actual tidal input, that is waves
with frequencies for which the response function cannot be

determined (12). Such waves may be in the observed signal

Arie A Flhea whal o wrad ey 1nad1nq or due *6o +he non 11nearltles



in the system Earth or the instrument. Further there might

be other possible inputs for which no explicit observation

and information are available except the knowledge of the
frequencies from theoretical consideration (e.g. high frequency
components of temperature or air pressure not coinciding with

a known tidal frequency). For that matter one also can include-

the cases where even the actual tidal input is zero for a

fude

tidal band (e.g. semi diurnal tides at the poles or the north
south diurnal tilt at 45° North)but there is a considerable observed

signal due to the ocean loading.

RESPONSE FUNCTION FROM THE TIFA METHOD

The TIFA method has the advantage working with the funda-
mental elements of the signal namely with the amplitudes [P(g)
which of course have the same physical units as the observed
signal. However if one wants to have the response function
and the amplitudes |[P(¢ )| and phases @P{gﬁ‘are determined,
one can insert them with the tidal input X(f,) (for the same
station,direction etc., from tables for the harmonic development
of tidal forces) in (12) and so calculate the response S(¢.) .
In doing so one has to take extra care if any other response
assumption (or equivalently relation factors for tidal input)
than the constant response over wave groups is used in the

preliminary analysis.

Generally in the TIFA method, few actual tidal input waves
are used (e.g. 15 main waves and 5 related waves for a 3 month
long signal). Obviously the number of the waves has to be
increased for observations of good signal/noise ratio. One
generally would include every wave with a bigger amplitude
than the background noise level, again using the residuals as
a guide. However, whichever way one uses a harmonic method,
the number of the included waves have to be finite. Therefore
one possible waybis to subject time domain version of the tidal
input itself (for the same station, direction and especially
time interval and length as observed data) to exactly the same
TIFA analysis as the observed data and use those results for tidal
input to get the response function. This is one of the possible
ways to decrease the effect due to the insufficient number of
waves used (particularly in the routine runs for sea tide
data). '
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ADDITIONAL REMARKS

We should notethat for most of the analysis methods with
the classical harmonic approachaincluding TIFA, the tidal waves
arising from the 18.6 and 8.85 yearly variations in the tidal
input are taken care of with the so called nodal factors [2].
Thus a time variation of the amplitudes [|P(¢,)| and phases b (o)
over 18.6 years are simulated by correcting the amplitudes
and phases sequentially with these nodal factors. These are

generally also derived from the tidal potential. Further the
'phase ¢P“"} ig used in relation to the tidal input where

by ()= Vi~ I (15)

Here V, is the phase of n-th constituent of tidal input at
Greenwich for t=0 and is given (A being the longitude of the
station, positive to the West) by

for long period

for diurnal

for semi diurnal (16)
for diurnal

by gl s kA k=

WO

With the 1ntro&uct10n of (15) in TIFA, the actual calculated
phase is g, . We can verify with the use of (15) (16) and also
the phase part of (12) that

n==bsled vk (17)

With this special use of phases in TIFA (due to the desire to
compare phases at different parts of the world) one is led
directly to the response phase. We note further that the actual
program uses an iterative method for the solution of the normal
equations allowing a considerable saving on computer time (4]

and no significant effect whatsoever in the results.

Flnallyp one czfi conclude that the classical harmonic
method, used in different varlatlonsp serves a good purpose
espe01ally considering that one can use some of the properties
of it for the "harmonic response" methods in earth tides such
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Principles of the HYCON-Method

by

-Klaus Schilller

Institut flir Theoretische Geoddsie der Universitdt Bonn,
5300 Bonn, Nussallee 17

The objeétives of the HYCON-Method (HYBRID LEAST SQUARES FRE=
QUENCY DOMAIN CONVOLUTION Method) aim at a detailed analysis of
tidal observations. The main purpose is to reveal time variations
of the related quantities in order to provide these analysis re-
sults for further investigations of physical phenomena. As the
conceptional features of HYCON together with its mathematical
formulation has recently been reported (SCHULLER 1976, 1977a;b)
this paper shall représemt a summary of the basic principles

of the method.

10

HYCON is based on the least squares principle but generalis-
ed to allow modifications in the frequency domain convolu-

tion propertles involved. This is done by 1ntroduclng the Hanning

window functlon into the least squares procedure in order

to reduce biases due to leakage effects (SCHULLER 1976 ,1977a).

The mathematical models for the Earth's responses to the
astronomical tidal forces include the Cartwright-Tayler-

£ o e . @

Edden development (CTED) completed by some Doodson con-

"stituents (505 in all). As it was proposed by Dr. Baker

(BAKER 1978b) departures from the equilibrium response to,
the potential -due to ocean loading and liquid core resonance
can be modelled instead of constant bandwise responses.
Moreover nonlinear tidal constituents can be introduced

into the mathematical model provided that they can be
separated from the 505 CTED constituents. Energies at low

frequencies can optionally be removed by suitable nigripass

£3i1ters .



Sl
®

I
@

4668

parameters as well as for the amplitudes and phases of
nonlinear tidal constituents. This is done by a special
sliding analysis procedure (SCHULLER 1976, 1977b).
taking into account the relations between the amount of
terval and the properties of the

LER 1977b) biases due to aliasing are

@

o

bt
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O
®

=
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et

y important for a unique interpre-
tation of the variations of the parameters with time. I
Fouréer spectra of the parameter functions are calculated

to isolate the energy concentrations at certain frequencies.

By means of those significant parameter function constituents
ogether with their lag-lead patterns the physical reasons
for occurring time variations may bel explained (SCHULLER 1977b).

fans
l*“"‘lz

IYCON can also provide global tidal parameters by taking the
rpec

o
b
f‘Z}

tations over the sample values of the parameter func-

t

]
@B e

"‘(

is. The associated error propagation is ther. based on the
dual parameter functions, that means on the deviations

e

G
28

Q
()
o

the sample parameters themselves. It ends up with con-=

o
g.w..ﬂ o

1d

0]

nee intervals for the global tidal parameters and the
the nonlinear tidal constituents

gwo
ot

W

mplitudes and phases of
ndependently for each frequency band and taking into account

ot H@

he equivalent degrees of freedom associated with each para-

eter function.

=

Time variant spectra of the observation residuals are pro-

"%.z
fdie

ed as well as the overall residual spectrum in order to

[= 1
®

etect persistent signals of nontidal origin. Furthermore
311 nonlinear tidal constituents not having been introduced

o

into the least squares algorithm may be derived from the re-

idual spectra.

Conecerni

ng the information given in the output of HYCON
all the re

guirements listed in BAKER 1978a are taken into
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the multi channal input problem which is

planned to be investigated in the near future.

A FORTRAN program of HYCON is available which can be obtained
from the author. It is not only restricted to the performance

of HYCON but allows a standard least squares tidal analysis

as well.
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SUPPLEMENTARY PRECISION ESTIMATION OF RESULTS

OF TIDAL DATA ADJUSTMENT.

by

TABEUSZ CHOJINICKI

Section of Planetary Geodssy
Pol. Ac. Sci. Warsaw

The spectral analysis of the so called tidal residuals, i.e. the
correction set v after adjustment by a least squares method (Chojnicki, 1972)
shows that the noise is different in various frequency bands. It causes a
deformation in the estimation of the adjustment result precision because the
use of the classical least sguares technigue to obtain this estimation assumes
a homogenous noise. The estimation deformation appears, first of all, as preci-
sion overestimation in the bands of longperiod and diurnal waves. This was
indicated several times in many papers (Wenzel, 1876, 1977; Lecolazet, 1877;

Venedikov, 1977].

It was therefore necessary to make a supplementary estimation of
precision of adjustment results obtained by the classical method. One way for
this estimation has been presented by Wenzel (1977). In the latest version (15 H)
of the program we used however another way which seems to be easier for program-

ming and to give more information. The principle of this estimation is given here.

Values of the v correction after adjustment that is of the so

called tidal residual cen be presented as a function of time
v, = f [t,] ’ or v = F
i i

which is given in a time segment AT = tn - tq by n discrete values in equal

time intervals At = ti - t, ,
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The mean square error of observation after adjustment my according to these

notations will be :

or m

(1)

where r is the number of unknowns determined from the adjustment, and w =\/——

After transformation :

2 'n 1
i n-1
- t/l
We can write approximately :
t
Zae 24T 260t
* t
1
and then
t
m = N 2e)dt .
© t
=1

Let us assume nNow, tha§ the function f(t)

series :

(2)

has a finite development in Fourier

a. sin (w,t + b,), where w, - W, = const.
i i i i i-1

Using such a form of the function for establishing tidal residual and on basis

of the Parseval equality, if K 1is great enough we obtain :

..h
N
[asd
—t
0.
pury
i

(3)

Finally, the formula for the mean square error m_ according to the data
u

obtained from the tidal residual development in Fourier series has the form :

(4)
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If the development of the tidal residual in Fourier series presents a homogenous
noise, that is if all amplitudes are of the same order, the formula (4) can be

simplified for a frequency band (p + g) as follows :

w k+1 ‘ 2
m E a, M 9 g-p < K a [5]
o \[5 gept1 &t olp.q)
The equality m, = Mo[p q) will be fulfilled for the homogenous noise only.

If tidal residual development presents a non homogenous noise, the
formula (5) can be also used to calculate an imaginary mean square error
Mo(p,q) # my whose adjustment would give the residual with homogenous noise
equal to the noise in the investigated frequency band (p,q). The mean square
error calculated in such . a way may be used for the estimation of precision of
the tidal wave parameters determined during adjustment in selected frequency

bands using formulae of the classical least squares technique :

Mx(p.q] ) Mo[p.q] Qxx
that is
mX
Netpq) = Metp.q) mo | (6)

where m is the'mean square error of the unknown X after adjustment calcu-
lated by the use of the classical least squares technique.

| Calculation of the mean square error Mo(p.q] according'to the
formula (5) is possible only for the so called observation block, that is a
data set made at equal time intervals (for example 1 hour) without interruptions.
The analysis of observation series with gaps, that is series consisting of some
number B of observation blocks is most common, and because of this it is ne-
for the whole series on the basis of M

M
oB(p,q) oj(p.q)
j =1, ... B calculated according to the formula (5) for particular blocks.,

cessary to calculate

From the definition of the mean square error for the whole series

n
'Fi
2 ;=; i=;
m =
a)

n, - r

J

it results :

(7)

J:'.
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B
Inserting (1) to (7) and denoting N = n, , we obtain :
2 . L m2 ( -r)
Mo N-r 0J "
Similarly:
MoB(p,q] ) -r) (8)

In the latest version (15 H) of the programme for tidal observations
analysis by the classical method the above procedure for the precision estima-
tion of adjustment results was introduced. Errors of the calculated unknowns and
the mean sguare errors in bands of longperiod, diurnal, semidiurnal and ter-
diurnal waves are given in a table of results. For .example, in the enclosed
table the adjustment results and their accuracy estimation of several observa-

tion analysis by the classical and Venedikov methods are given.

I would like to add that the mentioned new version of the programme -
gives the possibility to use any filter (symmetrical and odd) to determine the
drift or to eliminate intermediate residual in double adjustment. It has been
made in order to eliminate the Pertsev filter from our method and replacing it
by @ more optimum filter witbout limitations caused by the calculation ﬁechnique
of the period of the Pertsev filter construction. The problem of the filter
optimization in order to calculate the drift and presentation of filters we use

is presented in preliminary version in Malkowski, 1978.
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. Meth. m M M M
Series (Filter) o , o(1) o(2) o(3)
OBSERVED ~ |V 4,84 1.62 1.26
(Pecny])
C (71A) 1.68 3.77 1.54 1.31
C (71B) 1.28 3.42 1.58 1.26
V 1.98 0.95 1.03
MCDELED }
C (37) 1.37 1.85 0.93 0.99
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a white noise assumption, either across the whole spectrum
Oor across individual tidal bands. It is essential that the
residual spectrum is used to obtain more realistic error
limits 581 . Similarly, it is important to consider the time
variation of the tidal constituents using shifting analyses
[5]. The residual spectrum and the time variation of the
constituents not only give more realistic error limits but
may also contain interesting physical information about the

instrument, the Earth or the oceans EB} .

It is clear from these discussions that, at least for the
immediate future, the analysis requirements for tidal gravity

are an order of magnitude greater than for tilt or strain.

3. CONCLUDING REMARKS

Taking into account all the above requirements that are
necessary for physical interpretation of the data, any future
analysis program should include the following points in its
procedure and presentation:

(where necessary notes for additional clarification of the

requirements are included in parenthesis)

(1) The analysis procedure should be based on least squares
[6,7].

(2) For harmonic methods, the full Cartwright-Tayler-Edden
potential should be used. (A listing of the theoretical
tides at the station should be given).

(3) More realistic eriror limits based on the residual
spectrum should be given [8] .

(4) An indication of the time variation of the main tidal
waves should be given. (This gives information on
instrumental performance and the changes with time in
the response of the Earth or oceans). ESJS

(5) Non-linear waves should be included in the least squares
analysis [3] .

(6) For non-separable waves, an attempt should be made to
allow for departiures from the equilibrium response to
the potential [3]

(7) Multichannel inputs should be included. (Experimental
investigations are reqguired in order to establish the
physical mechanisms of meteorological and environmental

perturbations) .
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(10)
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Full details of the numerical filters used should be

given.

In addition to § or ¥ factors, the results should be

given in fundamental physical units (microgals or

milliseconds and phases). (The given amplitude should
be for the main wave in the group).

A complete description of the experiment should be

given:-

station, instrument, dates, amplitude and phase

calibration methods, azimuth and azimuth accuracy,

experimental difficulties etc.

((a) It is impossible to give sufficient information
in a short computer listing for satisfactory
assessment and interpretation of the experiment.
A full text is required.

(b) Phase and azimuth conventions should be clearly
stated.)

For tidal gravity, M; and 01 results with dates and

errors should be given for previous measurements with

the same instrument at the fundamental base stations.

((a) For the inverse problem very accurate absolute
calibrations of amplitude and phase are not
required but an accurate relative calibration of
all instruments is essential. The previous base
station values allow the determination of the
relative calibrations of the instruments and
also provide a check on the variation of instru-
mental constants with time.

(b) One fundamental base station is required in each
‘geographical area' and should be accurately 'tied'
in to the other fundamental stations.

(c) If amplitude and phase corrections have already
been included in the analysis in an attempt to
obtain better absolute parameters then these

corrections should be stated explicitly since

j=

it is inevitable that they will change as further

experimental work on calibrations is performed.)
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assumptions do not reflect the actual situation [2] then the
tidal components in observed data are not properly modelled by
p(t) . Their unmodelled part will appear in the residuals as
periodic components with tidal frequencies in which case one

has to look for better response assumptions. The opposite can

happen too, so that due to the short length of the signal,

the background random noise has not enough samples and therefore
behaves rather in a deterministic way over the available signal
length. It will then ke included into the modelled tidal waves
leading to dips (anticusps) in the residual spectrum over tidal

"waves or tidal bands. This might even happen for longer

signals since the spectrum of a finite sample of random (e.g.

white) noise does not converge necessarily to a constant spectrum

with increasing length of the sample as shown in (5, pp 211].

Since the residual is not periodic at least in tidal
frequencies (and other frequencies used in the analysis) it
has to be random (incoherent). This takes also into account
that individual aperiodic signals (e.g. due to rainfall or
storm surge loading) behave as random signals in the 16ng run
and therefore as random signals in the spectrum. The spectrum,
of course, as an integrated form of information gives at a
particular frequency only an average of contributions from all
individual aperiodic signals [7] . (This incidentally demonstrates
again that notonly the spectrum Bxﬁ also the actual time series
of the residuals should be investigated since the information
about the non-stationarities in the residuals such as the
aperiodic signals with varying types, lengths, occurrence times,
number and also frequency content cannot be detected in the
spectrum. As a compromise, however, one could make a sequential
spectral analysis.) Also from a physical point of view, the
residuals as a random disturbance influence the amplitudes and
the phases of the model output, i.e. the optimal estimates
for the tidal components in the observed data. We then have
(for small errors) with Fourier amplitude spectrum EE(pﬁ

of the finite residual time series [13]

alP ()=l ()] (6a)

1
(0= w5 (e
o Pelk ED(QEs ‘ (6b)
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(We note that A¢P(p) has to be multiplied by 3609/2w to
correct it to degrees). Actually since e(t\is random (after
removal of all the mentioned effects), its spectral represent-
ation should be rather given with the power density spectrum

Coolp) [510 71.

=] : .
Caslp) [ Coal®) coslingride )

=00

Ceel(T) is the autocorrelation function of the residuals elt)

T/2
colt) =4 +) ewrettemrat (8)
=Ti2

However, for finite signals often the folloWing estimation of Ceelg)
from the amplitude spectrum lE(;)' is used [5]

Cooltt=lEQI T (9)
o _..,.‘,.,i__.__
(T is .the length of the residual signal) (6a) and (6b) is
normally given from this estimation for simplicity. Further
problems related to the calculation of power density spectrums
are given in many text books e.g. [5] .

WHITE NOISE RESIDUAL SPECTRUM AND ERRORS

If the residuals elt) are in fact or are assumed (in most
cases rather wrongly) to be white noise, the auto correlation
of e(t)will exist only at T=0 with the value e as it can be
verified with (8) and (1). The power density spectrum is then
constant and (7) gives

Coolp)= @2 | (10)

Further with the use of (9) we have finally for the errors Aip(ﬁl
and Aée(ﬂ in this special case of white noise residuals

i = (11a)
alP(e)= %—2— |
1 o2 | (11b)

Abl)* BT 172

W



4681

This special case of error estimation is also exactly given

in [4], although the way of the derivation there is considerably
different to ours. Using (11) with (4) i.e. relating aP(g)

to the error of the response AS(¢) and further using the quoted
values in computer listings for the residual variance (or rather
the square root of it) in the analyses one can verify that (11)
is in fact used (allowing for insignificant differences) in all
the methods assuming the residuals to be white noise (for tidal

bands separately or together) [3]1,[¢],[9].

Apart from the unjustified white noise assumption for the
residuals, the value of the residual variance gﬁ used for the
calculation can be wrong also. That is if any digital filtering
is applied to the observed data but not the tidal input [3]
the residuals are then distorted and a filter correction is
necessary [10][12]. 1In this case the results for P(f) or
for S{g) have to be corrected as well. If a filter is
applied both to the observed data andthe tidal input, [ 9]

e.g. if they are amplified and phase shifted this will not
influence the result for the response S{f) , but the residuals
are amplified and phase shifted as well. Although the phase
shift does not influence gE the gained amplitudes do influence
éiaand are to be corrected. Further, if the hourly data after
filtering are sampled e.g. with 48-hours [9] , so will be the
residuals. It is obvious that the variance of the 48 hourly
sampled signal will be generally different from the variance
of the l-hourly sampled signal. Another point causing slight
differences is the normalization of the residual variance e2

Sometimes %E is not in agreement with (1lb), since it is not

normed to %:gpﬁigas in (1b). (N is total number of the samples
and At the sampling interval). The normalization often used
is 4 (or similar) with 2r being the number of the unknowns

N-2r
(i.e. the real and complex part of the response) used in the

analysis. This type of normalization could be justified from

a statistical point of view if the analysis was applied to time
independent samples but not for our signals. However, in most
cases in practice 2r is very small compared to N , so that
this difference is secondary to the other possible errors on gﬁ

as mentioned above.
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FINAL REMARKS

It is shown that most of the used error calculation
approaches assume the residual to be white noisé and use
therefore the residual variance;i directly for'the;errorS;
Apart from possible errors in the determination of 55 ,» the
major problem is the white noise assumption for the residuals,
which does not hold. On the contrary the residuals are
highly complicated containing all sorts of components such
as periodic signals, aperiodic signals, various types of
"random signals, even non stationary phenomena leading to an
equally complicated residual spectrum [2] and error estimation.
_For this and for other reasons presented here, we think that
the error estimation of the results are better,baséd on the
real character of the residuals and their spectrum (6),k(4).
This involves careful investigation of the residuals and can
certainly be managed with the powerful computers widely
available today. It is obvious that such an aﬁproach leads
not only to more realistic error limits but also to more.
geophysical information and understandingyaf the phenomena in
the observed signal. B

Finally we note that the considerations here are to a
great extent for a standard analysis performed on the whole
of the data, assuming time invariance (or stationarity) for
the system response and also its error. The time variant
analysis_andkerror estimation are investigated elsewhere and
are to be presented soon [13]. '
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REMARKS ON THE INVESTIGATION OF RESIDUAL

CURVES OF EARTH TIDES RECORD

by

GABOR BARTHA

The residual curves of the earth tides records are composed of

the following parts :

R(t) = L(t) + P(t) + D(t) (1)

where L(t) is a "residual” lunisolar effect not contained by the functional
model; the second part P(t) is a real non-lunisolar effect; the third part
D(t) is the instrumental drift.

Although at ‘certain methods for the evaluation of the earth tides
records - for example Fourier and stochastic spectral analysis - no kindvof
functional model of earth tides is applied in the first step, but for calcu-
lating the earth tides factors and the residual curve it is necessary to use
some kind of functional model describing the earth tides. At the most frequen-
tly applied process, based on least squares method, the functional model of the
earth tides is introduced immediately into the calculation. So, we can speak
about "the residuél" lunisolar part in the residual curves, independently of

the evaluation method applied.

The real effect P(t) contains _thé secondary tides effects and the
local movements. In the measurements with horizontal pendulums, the local
movements can dominate, and these movements can be the subject of the interest

for example in the investigations of the local geodynamics.

The instrumental drift D(t) is determined by construction of the
measuring instrument. The drift is an answer of the instrument to the non-real
effects. The relative change between the gravitationél vector and the surface
point where the instrument is placed, is called real effect and all the rest -
for example barometric effects and temperature change - are called non-real
effects.
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As a consequence the residual curve contains informations, therefore
its investigation is a very important question. Some attempts were made in this
respect, nevertheless we can not speak about a generally accepted in every
detail worked out process. In this paper I should like to contribute with some

ideas to the development of such a process.

The earth tides records, mainly got by horizontal pendulums have
very often gaps, and we can trace these gaps back to technical problems which
can not eliminated in the practice. Therefore, the evaluation method has to
solve the problem of linking the data series. For this purpose different processes
are used in the different methods. In case of the method of spectral analysis
the predictive method is applied; at the methods based on the least square
technique the gaps are built into the functional model. Of course, in the case
of time ceries with gaps the residual curve will alsoc be a time series with
gaps. S0, our starting situation is the following : we have a time series with
gaps without previous informations, and we should like to evaluate this data

series in order to separate the three parts mentioned previously,

Let our conditions be

1) The curve contains a polynomial part (in the first approximation this is
a linear form) wich describes the local movement and a part of the instru-

mental drift.
2} The other part of the curve can be described with periodical functions.

These conditions do not mean a strong limitation. To eliminate
the first part a numerical derivation is made, that is a differential filter

is applied

R*(t)=R(t+%EJ-R(t-éz-?—J (2)

The amplitude spectrum of this filter is shown in Figure 1. In this figure we
can see the noise level of the original earth tide records. This figure is
after Wenzel's work. In such a way the linear change is transformed into a
constant shift, which will not disturbe the investigation of the periodical
part. We can not use directly Fourier analysis for determining the amplitude
spectrum of the pericdical part, because the time series have gaps. We can make
some predictive replacements, but we have not previous informations. So, it

seems more usefull to apply some series of narrow ban filter.
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These filters are constructed on the basis of least squares method and fitted

to the time series. The way of filter construction is the following. Let be

R™ (t) = a sin (wt + Qm)'_ (3)

from which by usually transformation :

ﬁ*(t] = (a cos fw) sin wt + (a sinQw) cos wt = £ sin wt + n cos wt

E2 . n2 - a2
n _
arctg T Lw (4)
In matrix form : _ e
sin wt1 cos wt1
sin wt2 cos wtz
R = A 5 A = : :
— = T] = e °
(n1) (n,2) (2,1) . .
sin wt cos  wt (5)
n n

In this process there is no such a condition which requires time series without

gaps.
Next step follows from the principle of the least squares tech-
nigue : .
¢ T -1 T > >
= W A R - Fu) R (6)
LY 2,n) (n,2) (2,m(n,1) (2,00 (L)

(2,1)

where F(w) contains two filter series fitted the size of the time series with
gaps @%[t]. The amplitude transfer function ofzgiw) where determined for the

different types of time series. We can see the schemes of these on Figure 2.

1) Time series of different lengths without gaps

2) Time series of equal lengths with different regular gaps,

number of gaps is equal in each series

3) Regular time series of differential lengths with gaps of equal

lengths, number of gaps is different in the series
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4) Time series of equal lengths with gaps of irregular lengths.
' 5) Time series of different lengths with gaps of regular lengths.

6) Time series of different lengths with gaps of irregular lengths.

The number of all data in the different series was the same and filter freguency

too. The spectra got we can see in Figure 3.1 - 3.6.

In the case by increasing the length of the time series, the selec-
tivity of the filter was increased. In the second case the increase of the
length of the gaps worsened the characteristic but not to such an extent than
was caused by increasing of the number of the gaps in the third case.

From the fourth and fifth case it is clear that a regular series with irre-
gular gaps causes a worsen characteristic than an irregular series with regular
gaps. The best transfer function can be got from an irregular series with

irregular gaps. In the practice the last case is the most frequent.

Now let us investigate some residual curves of the earth tides
records. For this purpose two parallel measurements made by horizontal pendulums
type of TE and VM in Sopron and Graz were chosen. We recorded the EW component
in parallel measurements. In addition to a longer EW period and a NS period has
been investigated. The measurements were made in the frame of the scientific
cooperation of the Technische Universit&t Graz, and the Geodetic and Geophysical
Research Institute Sopron. The evaluation of the records and the calculation of
the residual curves were made in Sopron with a small computer of type Hewlett-
Packard 2100A. A detailed description of the evaluation method can be found in
my previous péper'in Acta Geodetica, Geophysica et Montanistica, Number 3,

Tomus 8. The earth tidss factors of the measurements are collected in Table 1.

Let us first investigate the derivated curve of the parallel records
in Figure 4.1, 4.2, 5.1, 5.2. We can see a constant shift on the station Graz
at both pendulums TE and VM. So, we can speak with great probability about a
linear local tilt. This shift can not be seen on the stafion of Sopron. The
spectra on the Figure 6.1, 6.2, 7.1, 7.2 seem to be white noises, significant

identities cannot be proved.

Investigate the spectrum of the derivated residual curve of a long

4
period in EW component in Figure 8., the spectrum is composed from four parts

1) long periodical part 0 - 10 °/hour

2) residual of earth tides 11 - 2% “/hour
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3) waves of one third day period 35 - 50 °/hour

4) waves of one fourth day period 50 - 70 °/hour

In the foregoings EW component records were investigated, which
theoretically cannot contain the long period part of earth tides. So, the long
period parts were not of lunisolar origin. At the NS component record in Figure
9. the low frequency Mf wave appears since it was not contained in the func-

tional model.

Summing up finally : our method seems to be usefull for the preli-
minary investigation of the residual curve, and this may be a good start for

further detailed analyses.
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First method

The main features of :this method are given in (1]). If we have a
function "fk"udefined,in the set. of abscissus (0,n-1), buf we have lost the
values that the function take in some subsets (gaps) of (0.n-1), then we
define another function "fé" equal to "fk" outside the gaps and equal to zero

in the gaps. Now we define the gap function "u, ", equal to one outside the

i
gaps and to zero in the gaps. This means that fk~=-fk ukvand Fourier trans-
forming ' '

FE = Fj b Ujb " (where @ means convolution)

Now, let us recall an intermediate result of the method of analysis

given in reference (1), a system of equations marked there with number (4)

R, = x Y, +E, (4)
J g Jg J
3= dnin (i), cows Jmax (1) i=1, 2,3
where : Rj is the Fourier transform of the readings
xg {unknowns of the system of eqguations]) is the complex amplitude
factor for the group "g" (xg = Ag eng}
'ng” ‘are’ the sum of the Fourier series of all waves of the group "g"

“(theoretical amplitude and phase of each wave are taken in account
" here) o I

G(i) 1is the number of wave groups of i-diurnal waves

E are the error associated to Rj

(j . (1), ooes 3 (1)) is the interval of harmonics in which is
min max

appreciable the amplitude of i-diurnal waves (see reference (1))

1 for diurnal, = 2 for semidiurnal, = 3 for terdiurnal waves.

i

But, when there are gaps in the readings we cannot make use of (4)
for obtaining the amplitude factor (Ag] and the phase difference (Pg) of each
group because we do not. know "Rj”a Instead of "R,"” what we know is R, = R, = U

o o J

Then, we convolve both members of (4) with the transform of the convolution

o ®
3
J

function, Ujﬂ and due to the linearity of the convolution the following is
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obtained

R, mUyU, = , xg Y, mU, +E, U

this, with the notation used above, can be expressed in this way

G(i)

Ry - Z x, Vi *ES (6)

g=1

we see that before introducing in the system the compound wave Y, , we must

Je
convolve it with the gap function. But, in the program for performing this

method. in a computer,'at the stage it was in (1), we only computed for Y the

Jg

harmonics in the interval (jmin (1), oo jmax (1)) and, therefore for UJ were

only needed the harmonics form j=0 to j = jJ . Then, the accuracy of

max Jmin
Y, =Y B U, is diminished and decreases still more as we approach to the

Jg Jg
ends of the intervel of harmonics, because there we dispose of still less
harmonics of ng to compute the convolution. Anyway, this method gives good

results (see the output of the computer in reference (1)) as long as the number

of missed records is very small when compared with the total number of records..

When there are more readings lost (let us say 5 % or more) it can
be seen that the accuracy of the method diminishes. This hapbens because now
”Uj” decreases too slowly as "j" increases. The situation is improved wheri more

harmonics of "U,” are computed and seeing from which "j" the amblitude of U

J
. is less that one hundredth of U

3

0 (or any other appropriate fraction). Accordingly

to this value of "j” more harmonics of ng are calculated (following a algo-
rithm designed by us that can be seen in the subroutine FOUDIS of the program) .
Now, the convolution of both, ng. for the same interval of harmonics as before,

is more accurate and results are better. The remainder of the method can be

seen in (1).

Second method

We are going to see now another approach for taking in account the
gaps. The difference with the previous method is in the way of calculating the

matrix Y of the system of equations (B6).

je

Each column of ng is the sum, for all the waves of the group, of
the Fourier transforms of the individual waves in the time domain with zeros

assigned to the time intervals corresponding to gaps. Let us compute‘thisk
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Fourier transform and for this let us consider an individual wave "yq” with
amplitude "A", phase "F" (for the time of the first reading) and number of
cycles "c¢" for the whole period of the records, including the gaps. Then, its
angular velocity change between two consecutive readings is 2w c/n, being "n”
the sum of the number of readings plus the lost ones. We dispose of records
for the following "s" subsets of (0,n-1) : [O,K1],(k2,k3], sn=1).

sses (K
v 28-2
Therefore the individual wave in the time domain is

\

1

Acos (27w ck/n + F) for k= (D,K1), ceosr (K 5n=1)

yq[k) 2s-2

it
[ow)}
—+
o -
]

yq(k] k = [K,I + 1, K2*1], [ka + 1, k4-1], woe

in other words yq(K] = 0 in the gaps. Now, for computing the Fourier transform
of this function we do not need an FFT algorithm, because it can be done analy-

tically :

n-1

I

Yq(j) yq[k) exp (12 w jk/n) =

+ 2 mck/n) exp (-1 2 w jk/n)

il

calling D = n/n ; expanding cos (20ck + F)

.= ( exp (i(2Dck+F)) + exp(-1(2Dck+F}J)1/2

|
taking in account that the sum from kp to ké will consist in the sum of two geometric.

progressions, after éome operations the following result will be obtained

G1D(e=3) (2K #1) _ 1D(e-3) (2K 1)

2 sin (D(e-3))

-iDle+3)(2k’+1) -iD(e+3)(2k_-1)
e p - e P

\ (7).
2 sin (D(c+3)]

When programming the method it is interesting to note that not all
the sines and cosines that appear in the last equation need to be calculated

for each wave "q”, for each harmonic "j" and for each subset "n”, Time required
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Ffor the execution of the pragram in the computer is shorted following this
procedure : the complex numbers that appear in the numerator are split in

products of this type :
iBe(2k’+1) -4iDj(2k’+1]
e P e p

the last term of the product is computed for each harmonic and each subset

and is stored during the whole time of resolution of (B8). The first term of
the product is computed for each wave and for each subset and is stored tempo-
rally, while caloulating the corresponding harmonics. The terms of (7) of the
type exp(iDj) are computed only once for each harmonic and are stored during
the resolution of (6) and the terms of the type exp (iF) and exp(icD) need to

be calculated only once for each wave.

The operations done for computing Y, (g) are repeated for each wave
o
of the group, thus obtaining ngg Then, same procedure as in reference (1) is

used for working out the system of equations [6].

Third method

Let us see another way of analyzing Earth Tides records in which

there are gaps. First of all, let us express the system (B) in matrix notation :
R* = ¥* X + E : (8)

In the three methods, for solving this system of equations we
multiply both members of (8) by Y+a transposed and conjugate of Y' : Y+R' =
Y+YXQ Let us call B = Y'R® which is a column matrix of G(i) elements and S = Yég’Y
which is a hermitical matrix of G(i) x G(i) elements. Then the system of normal

equations is B = Sx.

The difference of the actual method when compared with the another
two given above, is that now matrices "B” and "S" are calculated directly from
the time domain and not from the Fourier domain as was done previously. Let us
see some details of this calculation. Each reading rg is after drift correc-

tion

A, cos (c, DK + P, + P ] (9)
J J J g

k= 0,1, coo, =1 D=2 a/n
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being "n” the number of reccrds we have plus the missed records. In the gaps

r& = g, The only unknowns in (8] are the amplitude factor Ag and the phase

difference "Pg" for each group of waves "g". The last equation is the same as

n -1
ipg &0 1 :
r! = e A.e" (P, + c.Dk +
K jg: 373 J
e
J g
iP "gr1” i
-iPg -
+ Ae A.e “(P, + c,Dk) )
D, PPy ey
ryt
J g
let us call
iP
X = Ae
g g
ng+1-1 .
z = A.e” (P, + c,Dk)
kg jg: J J J
y—
J g
Let us include the factor 1/2 in rk : rk + 2rka
Then
r' = N ]
k g kg
with z = 0 when-"k" belongs to a gap.

kg

The last 'equation in matrix notation r' = ZX; multipling both
members by Z : Z'r' =z IX

A B
+
ZZ7Z = » x
B A

where A, B are submatrices of G%G elements. Each of these last ones are

- ¢
Amq Z ka qu

i

i
3 *
7P%
0

Bm
d k
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: - -i(P, + ¢,Dk), X, i(P, + ¢ Dk), =
Amq —;EAje 3 J ](;Ade d d )

J
55 (A.A el(Pd—Pjiz:el Dk(cd - Cj]]
3 jd k
B, - (AjAde-l(Pd+Pj]§%: o-1Dk(e, + ¢))
Jd '
j = nm, e e oy nm+1—1 d = nqp 600 p nq+1—1
m = 1;' @e By G q = 1; LRI} G

The matrix Z'r' and X are a column matrices of 2G elements Z r' (g*) being

C and E s mafrices of G elements

()

C - ; 2 rr | (10)
*ofC Y (A BY([E.Y) . ¢ . . _
Zr c* e i Z ZX : (11)

.But, in the egpression obtained for th. when evaluating fhe factbr
corresponding to the sum for &ll "K" it is seen that it is practically zero as
compared to the terms of Amqn This -can be realized also in theﬂfrgquency dowain
- where the sum will now be for all harmonics of two functions whose cross power

'spebfraiis préctically zero. Then, the submatrix B = 0.

| ‘In the .§ubmatrix "A", for those elements Amq'where "m" cofreSpqnd
to a certain i-diurnal wave group and "q" correspond to another i’-diurnal wave
group, for that same argument as in the previous paragraph Amq = 0. Then?vpnly:
those elem‘ents»Amq for which "m" and "q" correspond to the same i-diurpal

fcharacter:Amq may be different from zero.
From the above, system'of equations (11) is now
C = AE

and can be worked Qut separétely for diurnal,‘semidiurnalvand'terdiurnal waves.
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For obtaining the elements Amq it is interesting to note that the
sum for all "K” can be evaluated aralytically, for subsets of "K" between two

gaps. Using the same notation

o - ] ° -
elD(Cd cj)(Kp + 1) elD(cd c,Jk

= . 2B (12)
e1D[Cd - Cj] -1

e1Dk[cd - Cj}

Some considerations as in method 2 are taken in account for storing
intermediate results and saving time for the program in the computer. For
elements of the diagonal Amm only half operations are needed because they are
real and here it may occur that d=j, then L’'Hopital rule is used for calcula-

ting (12). The elements Cm of (10) :

3D YRR RL
N

é&e'leDk)

where the sum inside the parethesis is evaluateﬁ with the help of the Bertz
algorithm (reference (2)). The remainder of the method is the same in refe-

rence (1).

Comparison of the three methods

For comparing the methods three factors are taken in account
quality of the results, memory needed for allocating the program in the computer

and time spent in the execution.

Method 3 is the one which gives worst results, but takes shorter
time for the execution. The mean square errors of the results given by the_first
two methods are more or less the same (but less than the third method). Execu-
tion of method 2 is faster than method 1 when there is a small number of gaps.
But, when there is a large number of gaps (although the same total time of gaps
as previously) method 1 is faster. The memory needed is more or less the same

for the three methods when the overlay option is used.
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THE ANALYSIS OF TIDAL CONSTITUENTS

' %
BY SELECTIVE FILTERING )

by

Gerhard Jentzsch

Institute for Geophysical Sciences

of the Free University of Berlin

Abstract:

The computation of amplitude factor y and phase difference ¢
leads, in the case of records with high noise level, to contra-
dictory results if the model adjustment, deterministic or
statistical, is not given. This is especially the case with
records by tiltmeters (horizontal or vertical). Therefore, a
purely stochastic model seems preferable and thus the application
of statistical computing methods (co-variance spectral analysis
and optimum filtering).

The methodvdeveloped can be described as spike-filtering of the
tidal frequencies as follows: over the cross co-variants between
a tést oscillation of the tidal freguency to be analyzed (as
"filter operator™) and the time series of the measured data and
theoretical tides, relative regression coefficients and phase
differences are being determined. A comparison of these reveals
the required tidal parameters. This procedure meets the require-
ments of statistical computing methods. The errors are given by

standard deviation and confidence limits.

The results for low-noise records (gravimeter) are in very good
agreement with the results gained on the basis of a deterministic
model; for tiltmeter records, results are more coherent which

means parameters that ‘are less noise-dependent.

ok )
)This paper has been presented at the 8th Int. Symp. on Earth
Tides, Bonn 1977; therefore only an abstract is given here.
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THE MAXIMUM ENTROPY SPECTRAL METHOD

= A SHORT REVIEW =

by
Gerhard Jentzsch

Institute for Geophysical Sciences
of the Free University of Berlin

1. The concept of maximum entropy

The common methods of power spectral analysis make rather un-
realistic assumptions about the extension of the data: The
periodogram assumes a periodic extension, whereas the auto-
correlation approach assumes zero extension. Especially in the
case of very short records (compared to signal period) this is

of great disadvantage.

Especially for this case the maximum entropy method (MEM) has
been developed: This type of analysis makes no assumptions about
the data outside the interval. It may be discribed as a data
adaptive method that adapts itself to the sémple of the process
under study in such a way that the spectral estimate displays
maximum entropy or maximum information content for the sample,
while still fully agreeing with the available data.

In general the term "maximum enfropy" may be interpreted as
maximum degrees of freedom of the sample after applying the
prediction operator determined by this method.



2. Short outline of the method

The maximum entropy method uses WIENER optimum filter theory to
design a prediction filter which will whiten the input time
series. From the whitened output power and the response of the
prediction filter it is possible to compute the input power
spectrum. This leads to an estimate with a sery high resolution
since the method uses the available lags in the autocorrelation
function without smoothing and makes a non-zero estimate or
prediction of the autocorrelation function beyond those which
can be calculated directly from the data. In this way the amount

of information is maximized from the available time series.

Here only a short discription is given; for details see e.g.
KANASEWICH (1973) or ULRYCH & BISHOP (1975) .

If the prediction distance is one unit of sampled time, the
optimum filter theory of WIENER (1949) leads to the matrix
equation for the prediction operator W

. - - -
raO a4 cee Ay g Wé a,
a4 a5 eee Ay o wj _ a, »
. . . ’ . . (1)
AN—q 8N=2 e ag WNwi 8y
- : - L — - 4
Where'ao cee 8y_q Yepresent the autocorrelation of the input

time series.

Following the technique of PEACOCK & TREITEL (1969) this matrix
equation is augmented in the way that the right-hand side
vanishes, and a new equation is added. This leads to
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~ 7 “1 ] — =
a, &y cee By 1 Ay PN+1
a, A, eee fgis Bglg T, o)
e R S e o
By cee Byuoq cee 3y 3q M1 o)
where 1] [ 1 i
rz ”’WO
r e ° E ®
(N1 Wy

which is BURGS's (1967) equation for the prediction error filter
at a distance of one time unit.

Since the input wavelet consists of N terms and the cross-
correlation contains only the non zero term (right-hand side
of (2)) this implies that the prediction operator shortens the
output wavelet to a spike in which Pyt is the mean square
error or the output power. In the case of the autocorrelation
function being a'spike the time series involved contains
maximum information.

Therefore ' may be considered as a set of prediction filter weights
which, when convolved with the input data, will genefate a white
noise series. The elements will be uncorrelated with each other,
and the filter will have created the greates destruction of en-
tropy which is possible.

The input power spectrum may be obtained by correcting the out-
put power for the response of the filter. In the frequency

domain this is in BURG's notation the maximum entropy of power,
PE:
NY (3)

2
=121 fnht

PE(f)
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Where fN = 57%§ is the Nyguist frequency. The filter coefficients
of [ are obtained from eg.(2), in which the autocorreiation
matrix is an N+1 by N+1 Toeplitzmatrix that must be semi-positive
definite and its determinant non-negative. So the power spectrum
will remain positive at all points. Eg.(2) can be solved by the
LEVINSON=-Algorithm.

Eg. (3) shows that PE(f) is maximum, when the spectrum of Fﬁ+1 is
minimum. This occurs at the frequencies occupied by the signal,
for the prediction error operator must remove the amplitudes at
these frequencies to whiten the time series. This estimate of

power does not give any information about the phase.

3. Problems and examples

The most important problem lies in determining the optimum length
of the prediction error filter:

CHEN & STEGEN (1974) have found that a too short operator does not
give a satisfactory resolution: Fig. 1 shows the peak being broad
and the side lobes staying high in this case. When the number of
terms is increased the resolution improves rapidly. But if the
operator gets too long, the filter amplifies the effect of the
noise and produces several spectral peaks with comparable den-
sity.

Fig. 1: Maximum entropy
power spectra obtained
from 24 data points
sampled with At=0.05 s
from a 1-Hz zero initial
phase sine wave, super-
imposed with 5% white
noise. The NPEF used for
each spectrum is indi-
cated (from CHEN et al.
1974) .
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] 1 i 1
O 0.5 1.0 SLS 2.0 2.5
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LENGTH OF SINUSOID (CYCLE)}

2.07 ! 2

-3 04

Fig. 3: Range of oscillation
of the LOSP for all possible
initial phases of wvarious
lengths of 1-Hz sinusoids.
The sampling interval is

LOCATION OF SPECTRAL PEAK {Hz)

o oF | 1 o ! 1 1
4] 20 30 40 50 60 70
NUMBER OF DATA SAMPLES

A solution of the problem of determining the optimum length of the
operator is given by the AKAIKE Final Prediction Error (FPE)
Criterion (ULRYCH & BISHOP 1975):

_ M+ N 2 .
(FPE)N = M oW SN = min (4)
where N ~ length of prediction error filter
M - samples of time series
2 . e e
S - mean square prediction error

N

N is chosen for (FPE)N being a minimum. But there are different
results concerning the minimum: ULRYCH et al. (1975) accept the
firstArelative minimum for the determination of N, whereas others
take the absolute one (eg. HERBST 1976) .

The sguare of the true amplitude is supposed to correspond to the
integration of the spectral peak (LACOSS 1971).

ULRYCH et al. (1975) give an illustrative example analysing a
generated time series of three equiamplitude sinusoids (Fig. 4
to 9): Fig. 4 gives the generated time series, and fig. 5 gives
the sample of this series to be analysed. The result of the
periodogram of this sample is contained in fig. 6, the maximum

entropy spectrum is shown in fig. 7, the advantage of which is

0.05 s (from CHEN et al. 1974).

=
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Fig. 5: A 20 sample point
window of the trace shown
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obvious. Figs. 8 and 9 give much information on the properties

of the maximum entropy method: The predicted signal differs

guite a

lot from the original series, and the periodogram of

this predicted series is gquite similar to the Burg power spec-=

trum, the prediction time being about four times the sampled

data. The integrated amplitude ratios are (normalized) 0.85: 0.70

: 1.00; the frequency shifts being less than 5%.

This example gives an impression of the confidence of the calcu-

lated amplitudes. An other example

is given by HERBST (1976},

who analysed the long-term drift superimposed on tilt measurements

identifying this drift as coming from ground temperature (Fig.

11,

12) .

10,

He also showe that there is no resolution at all if the

linear drift has not been removed before applying MEM. Additionally

HERBST tried to determine the amplitudes and compared the results

from MEM to correlation and regression analysis

(Tab. 2).

This

comparison shows a fairly good agreement, but there is no con-

fidence abcut the MEM-amplitudes.

Applying tilts to tidal records no acceptable results could be
obtained: YARAMANCI (pers. communication) and the author did such

analyses independently from each other and had the same problems

in determining the amplitudes.

Especially in the case of frequen-

cies close together it is nearly impossible to make the inte-

gration.

Tab.

phases (from HERBST 1976)

2: Results of the determination of amplitudes and

—3 9 3 q |
Component Amplitudegﬁﬁ 3“}?%/?3 Amplituéei?O 3@ P1/P3 Phase [d]
from MEM from Regressions-
analysis

P1 24.5 31.6% 7.3 28
EW 3 1248 Ve3-T q70.6% 26,7 | 133% ] 10

P1 25.8 21.5% 9.8 30
NS p3 113.3 A4l q93.5% 95,1 1381 ] g0




4708

g 10"}
LANGZEIT- .
SRRESVELLE | e
H __________________ 0 2
JA il e Fig. 10: Tilts
N —~ with periods
: =0 longer than 120
P EVW - days recorded by
. two ASKANIA bor-
00 f 1) hole tiltmeters
s P1 and P3 (depth
P3 EV o 30m and 15 m
respectively) in
. EW and NS direc-
tion, --- linear
50 drift (from FLACH
et al. 1975).
a0 § o)
P1 NS
=0
””””””””” SSeap s
|
-0
gog B0t
P3 NS
=9
-289
-39
l-s o v L] g B
s T {d})
1000 500360 200 125 > T )
1000 500 360 200 125
® T
'% s 2 { l H E emes P§ « EW : '
L I8 SRR \ ] e PI-N§ =
% L] i ‘ ! S % a8 oreasane ,f
% Y ] ‘.‘; ir % §
S@.ﬁ | i 1 7 rs‘ %@5 S U :f
LN ! /)
g X ERERRNYS | WL
1 ) ' /i
Lo 3
Z . L D2 :
02 A EN L ;
e N : S
. - e ot
%G"é » 190 10 s § [epd)

et § [ pd )

Fig. 11: ME spectra of the long-
period tilts and the ground
temperature recorded 1 m below
surface (-o-o- ground tempe-
rature; =-—-=-EW=P1; ——NS-P1;
so0e e BW=P3g=c=+=NS=P3)
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. GRUNEWAID et al. (1978) applied MEM to a gravimeter recdrd of free
7m;;é£iiééions at the south pole (earthquake of July 31St, 1970 in .
Columbia) and studié& the properties of MEM near the mode 0827.
Fig. 13 gives the comparison of a FFT-spectrum to two ME-spectra
with different filter ‘lengths. Although MEM gives a 2 to 4 times
better resolution, the variation of the location of spectral
peak is a proof for the poor confidence, i.e. the resolution

given by MEM is an overestimate in this case.

&

RELATIVE UNITS

T T &
21
FREQUENZY (CPM)

”'?igs 13: Comparison of the FFT-spectrum to two ME-spectra ofk‘
: ~different filter length; number of data points is
1632 with A t=1min. (from GRUNEWALD et al. 1978).

4. Conclusions

The maximum entropy method seems to be very meaningful in cases
where only a few frequencies are involved. Then it is possible
to make experiments concerning'the different lengths of the
prediction error operator and different data sets to select the
-most plausible result.

Because of the uncertainty in the determination of the amplitude
and the lack of information about the phase it is not a method
to apply to tidal records like other spectral or least squares
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methods. MEM pﬁoduces the information which is already known, the
frequency, but not the information which is needed, namely

amplitude andfphasé,

However tidal records are more and more used to study non-tidal
signals, too. Therefore the maximum entropy method has to be

considered as very important for such purposes.
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Data standardisation in tidal research

B. Ducarme

(ICET)

1. NATURE OF DATA

Hourly readings expressed in physical units: eg. mseca or ugal. For data
expreséed in other units a calibration table must be given in accordance. The
data concerning associated phenomena (e. g. pressure or temperature) will be

given in hourly readings and physical units.

2. PRESENTATION OF DATA

2.1 International Format

An International format has been adopted for more than ten years for the

punched cards as follows

col 1 ¢ gravity meters

clinometers (NS component)
clinometers (EW component)
¢ dilatometers

extensometers

g o W NS O

clinometers not registrating
along the principal directions
6: point positionning . proposition
7: chord values
8: oceanic tides
9: atmospheric and hydrological parameters
col 2-4 instrument number (numeric)
col 5-8 station number (integer value)
col 9-13 reduced julian date (integer part) (optional or blanks)

col 14-15 year

cpl 16-17 month
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col 16-19 day

col 20 hour of the first reading of the card
0 = 00 hour UT
2 = 12 hour UT

col 21-25 first reading

col 26-30 second reading

© a6 08 00606 00EE@ 000

u o9 @0 000600609080

col 76-80 twelfth reading

For convenience the readings are generally expressed as integers in tenth
of the physical units for gravimeters and clinometers. An interruption in
the data is marked by one special card with 8999 in col 1-4, the rest being
left blank. In incomplete cards each missing reading will be repléced by
99999, The end of the data set for a given instrument in a given station is
marked by two cards with 9989 in col 1-4, the rest being left blank.

Data on Magnetic Tape

~ A provisional convention has been proposed at the last meeting in Bonn
{september 1977].
All the data concerning a specific instrument in a specific station will be
written on the same file with records of 80 characters (card image) unblocked,
under format control, without label, ASCII code.

The record sequence will be as follows

This record will mention all characteristics of one station and one instrument
needed for the data analysis and the presentation of the results. They will
also give a calibration table when needed. For associated meteorological or
hydrological data a clear description must be given.

These records will be formatted in A format. The end of the heading is given

by a stop card with 8998 in column 1-4, the rest being left blank.

2.22 Data from the first instrument

The records will be written according to the card International format
(see § 2.1).

2.23 Associated data
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Some praétical problems associated

to the tidal analysis

P. Meichior, B. Ducarme

(ICET)

The clinometric results should be calculated in their real azimut. Practical
formula are proposed in Ducarme (1975]).
Projection on NS and EW components are strictly valid only if observations

have been made following two different azimuts (Chojnicki T., 1975].

The grouping of the waves 1s generally made according to Venedikov 1966
(table 1],
A more refined grouping is proposed here (table 2) in order to correctly

evaluate the main waves.

No standardisation of the axtensometric results has been proposed yet. Referring
to Melchior and Ducarme (197B) we propose to include systematically the 2/h
ratio in the results of horizontal strainmeters (table 3] when they are not

in a NS or EW exact azimut.
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TABLE 1

CARTWRIGHT - TAYLFR - EDDEN POTENTIAL /484 WAVES/
CLASSICAL SEPARATION OF THF GROUPS FOLLOWING VENEDIROV

DIURNAL WAVES

1190755-139.455
143:935-14696355
152:656-1580.464
161:.557-1680554
172656177465
181.755-195.565

DIURNAL WAVES

1150755~139.455

163,535-149,355
182.,656-158.464
161.557-163.7685
166,554-168.554
172:656=-177:665
181,755-195.565

DIURNAL WAVES
1156755-1390455
143,535-149,355

. 152,656-158,464

161557=163,765
164,556=-164,566
?65@3@5“%68@55&
1726656177069
?%%9?55“?§§8565

DIURNAL WAVES

115,755-139,455
143,535=-149,366
152e656@158@&6@
16]1:557=162:556
163:535-1632,765
164,554-164,566
1650365-165.665
1660,554-166.564
167.355-168,554
172:656=177:46%
383@755“?9%@365

ONE MONTH SEPEPATION

al 150

01 39
M1 24
P1SIK1 ' 26
J1 14
001 47

S1%X MONTH SFPARATION

150

. 39

20

01 .26

g% 14

9

P1 38
S1K1

J1 : 16

001 156

ONE YEAR SEPARATION

150
Ql 39
01 24
M1 26
‘1 C 14
$1 9
K1 38
Ji
001 16
: i6
FINE STRUCTURE
Q1 _ 150
01 39
pMl 24
pil 26
P1 16
51 9
g1 38
pPsIl
© PHI1 16
J1 16

SFMI-DIURNAL WAVES

27599§5°23X035h
263,635-24B.450
2520756-25B80554
262@656”26596?5
267.455-295.585

SEMI-DIURNAL WAVES

2150955-23X6 356
243.635-24860454
2520756=-2586554
2620056-2650675
267@455“273@755
274,556-2950.585

TER-DIURNAL WAVES

3356755-3750575

SEMT-DIURNAL WAVES

2150955-23X.354
2430:635-248,0654
2526756-25805546
2620656-2650679H

26T7e455-273,755 -

276,554-295,585

TER-DIIRNAL WAVFS

3350755-375.575

SEMI-DIURNAL WAVES

2150955-23X35%
243,635-2468,454
252:756-2580554
262:656-2650675
26764655-273:755
274 :556-295,585

TER-DIURNAL WAVES
'335.755«3759575

2N2
N2
M2
L2
§2K2

2N2

M2
L2
s2
K2

M3

2N2
N2
M2
L2
s2
K2

M3
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TagLe 2

CARTWRIGHT -~ TAYLER ~ EDDEN POTENTIAL /484 WAVES/
MAXIMUM SEPARATION FOR THE GROUPS

ONE. MONTH SEPARATION

197 DIVRNAL WAVFS

11 1160,765~11%Xc 054 sSIGMQ Y 1860 SEMI~NTURNAL WAVES

21 126.756~129,566 SIGMAY 19 215,985~22X. 654 EPs2
30 133.635-139.455 - 01 20 233,955-23%.354 2n2
26 163.535-149,358 01 24 243.635-26Ro454 N2
22 162,656~158,464 M1 26 2820756-28R.554 M2
33 1616,557-168,554 pisiky 14 262.656~265,675 Le
22 172:656~1770455 J1 21 267:455-277.5565 52K2
18 1B1:755-186,554 001 16 282.656-285.658 ETA2
14 191.655-195.568 NU1 11 2920556-295.385 22

SIX MONTHS SEPARATION

197 DIIPNAL WAVES

11 115,755~11X454 £16MQT 1560 SEMI-DIURNAL WAVES

10 126,756-126,756 201 19 +215,955-22X. 455 FPS2
11 127.685-129,568§ SIGMA1 20 233,955-23%,356 2N2
20 133.635-136.654 Qi 26 203,635-2080654 8>
10 137:485-139.655 ROL 26 252.756-258.554 M2
16 143,538-165,765 Q1 14 262.656-265.678 L?
10 166,566~169,355 TAUL 9 267.45%5-273.755 52
15 162,656-155,675 NO1 12 274,554-277,558 K2

7T 156.555-158.460 ki1 16 282.656-285,655 ETA2
180 1516557-763,75% p1 11 292:556-215,585 2K2

23 186,550-168,554 81k

B8 172.656-1764.555 TETAL i6
14 175,445-177,465 Ji 16
7 181,755-183.655 se1

11 184.554-1R6.5506 001

16 191,655-195.565 U1

TFR-DIURNAL WAVES
337.555-375:575 M3

ONE YEAR SEPARATION

197 DIURPNAL WAVES

1 175,755-11Xo454 SIGMOY 180 SFY]=RIUIIPNAL WMAVF®Q
io 126:756-126.754 zal i9 215:955~22%.456 EPS2
11 127:455~129,565 SIGMAY i0 2330955-2360754 2N2
20 133.635-136,654 @l 10 237.6465-23%0356 MU2
10 137,435-139,455 RO 13 243,635-245,755 N2
16 153.535-145.765 . 01 11 246 .656-248,654 NU2
10 166.566~1569,358 TAU1 26 2520756-25R,554 M2
15 152:656-155,678 NO1 5  20620656-2646,555 LAMB2
T 1%6,555-1580464 Kil 9 265.405-265.675 L2
10 161.5%7-163,765 P1 5  267,455~272.556 12
3 166.554~166,566 g1 & 2736545-273.755% 82
20 165.365-168,554 K1 12 2705542770558 X2
. 8 172:656=-174:558% TETAL ' 15 2B2:656-285.655 ETA2
14 175,645-177,465 J1 11 2920:556-2950.585 2K2
-7 181,758~183.655% SOt
11 184,554=~786,5%4 001 16 " TER-DIURNAL WAVES
14 191,655-195,568% NU1 16 337.555-275.575 M3

FINE STRUCTURF

197 DIVRNAL WAVFES

11 11§8.755-11%,454 iGMOY
10 zzzavsz—aza.wga gaz 150  SEMI=DIURNAL WAVES cpss
11 127,455-12%.565 STGMA? 19 2150,955-22X.656 i
20 133.635~136.6548 o1 10 2330955~236.756 ﬁ 2
1o 137,835-1395458 rO1 10 237:665-23X0356 “g
16 143.535-145,765 o1 13 263.635-2485,755 2,
10 14§,564-159,35%: TAUL 11 265 . 656-248,054 HZ
18 152,656-155.675 NO1 26 2520756-2580554 MAMBZ
T 1560555-158.466 Kl 5 ?ezaaseezsa.ggg tz
3 161.557~162.556 pi1 9 zeinfa5=§65. Lz
7T 163.535~163.76% Pl 5 267.455-2720556 - 5
3 164.5556-164.566 st &  273:565-273,755 2
11 185.365-165.665 K1 12 272,554-277.555 KTAZ
2 166.584-166.564 psil 15 282.656-285.658 EKZ
7 1670355-1686556  PHI1 11 2920556-295.585 2

- & [ T
32 §3§Z§§§a§;7:§§§» JgTAY 16 TER=DIURNAL WAVFS
7 181.755-1%3.655 s01 5  550755-347.455 He3
11 184.554-186.554 001 11 353.755-375,515 M3
16 191.655-195:565 w1
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TABLE 3
STATION 0254 WALFERDANGE EXTENSOMETRE HORIZONTAL GRAND DUCHE DE LUXEMBOURG

JeFLICK

49 40 N 06 09 F H 295 M P75 M D 270KM
BORD NF I © PARIS. TRIAS /KFUPER/S
NS MARMNFS FATLLFS A PROXIMITE
INVAR CZAWA / CAPTEUR CAPACITIF VAN RUYMBEKE / EAM
AZTMUT 37 80 NE
P MELCHIOR/ASVANDFWINKEL/Me VAN RUYMBEKE
JFLICK

ME FILTRES VENEDIKOV /7 LECTURES HORAIRES
PO SEN / DEVFLOPPEMENT COMPLET
CA ‘L DEFS MAREES TERRESTRES /FAGS/ BRUXELLES
ORI BS1000 STANDARD 78/ 3/2%
AZ
31 77 B 24 77 8 26 77 8 30 77 9 11 779 13
18 77 9 22 77 9 26 77 10 2 77 10 12 77 10 12
21 77 11 22 77 11 2% 77 12 9 77 12 1% 77 12 22
25 78 1 16 78 1 20 78 1 24 78 1 27 78 1 29
1 78 2 1 78 2 4 78 2 26
172 41728 LECTURES
TUDE PHASE FACT o AMPL » DEPHASAGE AMPL1TUDE
CENTRALE el ' FOM MOYENNE
1= 41‘:92 o1 §3@80€)2 T}Efgg?i Oeb 707 C@}O@g 65678 Qe25 05941
63— 88 01 3.6453 213656 0,7909 00207 768 1650 366602
89-110 M1 062413 182,40 Deb578 062743 16665 23689 0e2257
111=-120n o1 x$, 917 283,77 D,T270  0s0352 8,96 2076 1,9655
121-14% 51K1 4879 180657 06390 (0137 1231 123 4ol 7RG
144-165 J1 ﬁ,?aa 150,13 00686 0.2573 ~13679 15620 0s3517
166-197 001 0e0888 251,71 CL7360  0.8789 -21,02 68626 0.0754
GROUPE SYMBCLE AMPLITUDE PHASE L/H
MODCLE THFARIQUF14.85%2 17638 00,137
FARRFLL
1~ &7 01 5.9632 24416 Delbh
53~ 88 N1 1167491 25,06 0167
§9-11n M1 9,7718  3&en3 0195
111-12n ©1 107997 26638 06172
121-143 ikl 9.4929 29668 0s182
144~16% U1 14,3885 3,58 06042
166-197 0DO1 109328 =3.64 ~06060

FRREUR NeM, (] 3@8230@8 F—-9



198-236
237-260
1 261-286
287-300
301-309
310-347

GROUPF

MODELE
FA
198-236
237-260
261-286
287-300
301-309
310-347

ERRFUR NoM,

01/K1

348-363

2N2
N2
M2
L2
52
K2

064235
104293
607454
02956
361613
0e7114

-4718-

29977

311656

304692

132680

338,73
78039

SYMBOLF AMPLITUDE PHASC

THEORIQUE 903798 -33,60

RRFLL
202
NZ
M2
L2

.2

K2

162377

M3

| Te6667 ~31662
To3361
Tel845

~35,01
36630

78286 =-24.55
Te2239 =326629
Tol242 42,73

5D

1-01/71-

062059

1,36757% F-9

K1 025792

322,02

ERCUPE SYMBOLE AMPLITUDE PHASC

MODELE THFARIQUF12.085%9% -31679

) FA
348-363

FRREUR 0gM,

RREFLL
M3

1362441

Th

=146473

7.883n46

EPOQUE DF REFERENCF TJJ# 244346060

0.8174 00,0990
07821 000204
07660 0,0039
068346 0,1022
07702 - 0,0083
067915 06,0405

L/H
0,137
00129
0el42
06147
C.103

Os147
Col71

M2/01 069684

1,092 1.3142
L/H

0050

00272

1,98
=1s41
-2.70

9604
~2069

=9013

17.36

6093
1e4,9
D629
702
0e62
2092

68624

Co2712
13319
667565
Co2716
3,116%
Cob629

Gel70%
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Standardisation rules for the presentation

of results in tidal researchs.

(Earth Tides Analysis Abbreviated Computer Output)

P. Melchior

(ICET)

Following the preliminary discussions held during the VIII International
Symposium on Earth Tides in september 1977 we have prepared a new presentation of
the results obtained by the least square method using the Venedikov filters 1966,

The annexed listings are self explanatory.

Some details of the presentation are only valid for the specific analysis

method used’hera but general rules should be adopted.
1St part: Title cards for the station snd the instrument should contain

1° A maximum of data concerning the station including

geographical coordinates (to 1" precision when possible)

altitude, depth and distance to the nearest sea

]

a short geological description

§

responsible organisation

people in charge of the station (installation and maintenance)

2° Enough data concerning the instrument including

calibration method

- imstrumental phase lag corrections

i

Fgr tiltmeters and strainmeters: azimut from N (+ = clockwise)

§

responsible organisation

2d part: Title cards for the analysis method including

- Potential used
- filtering 1if any

- inertial correction if any
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computing center
computer

program version, date of the analysis

3 part: Results of the analysis

‘a) It is compulsory to give for each wave the

group limits according to the Doodson argument (the first
three digits being sufficient)

group name

observed amplitude for the main constituent in the group
and associated mean square error (R.M.S.)

amplitude factor and associated mean square error (R.M.S.)
phase difference (observed minus calculated) and associated
mean square error

residuals calculated with respect to Molodensky model 1

b} The m.s.e. on one hourly reading will be given according to the

analysis

method.

c) The results expressing physical quantities (e. g. amplitudes, standard

deviations) will be given in the corresponding units:

.microgal for the gravimetric tides

0”001 (mseca) for the clinometric tides

- 10—10 L for the extensometric tides

MELCHIOR P.

BIBLIOGRAPHY

The Tides of the Planet Earth. Pergamon Press 609 pp, 19878
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TRANS WORLD PROFILF
STATIOK 4209 8LICF SPRINGS

AUSTRALTAE .
VERTIMAL COMPONENT

STATTON ALICE SPRINGS
NORTHTERR.-BUSTR BL T

23 a3 ¢ 133 50 €
6 SN 71 GTB L 0.
SHALLOW TURNFL INTO HYLL, PRECAMARTIAN SCHTYSTS AND GNFTSSES
BURE AU OF PINFRAL RESOURCFSe CANRERRA
GRAVIMETER GHEODYNEMICS 0Ba PHMELCHTYOR TRENS WORLD PROFILFS
CALIBRAYION ARUXFLLES - FUNDAMENTAL STATTON
TNST AL LA TI ON Jo VBN SON

#A TN TE RARCE PaTAYLOR

GRANT AFOSR-73-2557 & PROJECT-TASK 8607-02

H 590 H P 10 # 0 1000 KN

(EAST SQUARY ARALYSIS /7 VENEDTKOV FILTFRS OW.48 HOURS / PROGRAMMING R.DUCBRHF
POTERTIAL CARTURIGHT-THYLER-ENNEN / COMPLFTE DEVELOPHENT
COPPUTING CERTER IRTFRNATIONSL CFNTFR FOR FARTH TINFS/FAGS/ PRUSSELS

COPPUTER URTVAaC 1100740 PROTESSFD OGN 787 5724

INERTI.AL CCRRECTION PROPORTIONEL TO THF SOUARFE OF ENGULER SPEFNS
HORMAL ISAYJOK FRCTOR 1.38255 i

PHASE L4G 01 « 73 B2 = Th Qi/M2 .9

27

1.2238
CCEATRAL FPOCH TJdJdz 288%216.0

CCORRECTION FOR DIFFERENTIAL ATTENUSTION M2/7061 1.00976 SHONEL
88 76 211476 2V5 T4 219476 38 TH 312776 & 7 76 10776 828 76 S 1476 5 1
88 76 S1U/74 S1€  T& B22/TH 528 V6 S2B/76 HLT Th 621776 621 76 9 3/76 9 5
B&  T6 W T/T6 9 T TE 92877610 2 7610 B/TGI0 8§ 781015727611 & 7612 77761223
& T61231/77 WL0 TV 2 S/YT 321 7T FBEITV w1777 821777 S 4 V7 5 5777 527
B8 ¥8 113778 119 7B 172778 2 9 78 212778 32& V8 330778 & 9 '
H3 SIGAEL 1.23 NOTSE .31 ia DRYS REJECTED
TIFE TATERVAL 89,5 NAYS 8894 READINSS 28 BLOKS
WAYE GROUP FSTIMATED eMPL, ARPL . PHLSE RESTOULALS
ARGUHMERT N Waye Roflaje FACTOR R.M.S.  DNIFFs R.M.Se AMPL, PHASE
115. -1 1%, 11 SIGMOE <21 08 t.2489 .a745% 2,81 21.72 » 02 38,9
126,126 10 201 «81 09 i.8023 L1551 &o 80 6e 38 s 16 Iheb
127.~129. 11 SIGHa] «88 09 1.1957 .1252 -10. 82 5.99 515 =85,9
133.~136. 20 01 5233 -09 1.2168 L0197 1. 87 « 93 03% 360
C137.-13%9. 10 RO1 « 54 08 1.1521 <1007 o O7 5.00 2 0% 16905
(83.-185. 14 01 26.67 09 118567 0038 « 89 - 18 e 85 682
" 184.-129.. 10 TAUL « 31 .06 1.0273 -197#4 ~11.69 11.02 .08 =126.8
152.-155. 1% NC1 1.98 .08 1.0990 L0842 =s 21 2.31 s 11 ~176.1
156.-1%8, 7 K1t <84 .08 133086 L2023 ~23. 80 10,43 e 16, =83.2
i61.-162. 3 PI1 280 <10 12757 1855 15,53 5.99 0 22 77.9
16‘30"‘1630 7 Pl !2-31 = 13 101572 <0122 » 80 1] = 09 G669 .
i68.~-168. 3 S1 116 19 G§.6160 7605 87 90 9,088 ° 99 604
 865.-18%, 11 K1 36.53 15 1.8362 .00a7 5 58 e 237  9%.2
6 be=18b. 2 PST1 256 13 2-.1702 .513A ~2%9. 27 13.56 «32 ~58.8
i167e-168. 7 PHII +36 17 «TRAEY 208N 1G:.2 15.%7 219  160.7
C872.-178, 8 TETal «30 08 «BB2T 22362 78.32 15.69 «19 135.8
178.=177- 18 J1 2217 08 1.20886 .086% -1 10 2,21 009 =260t
Bie-183, k4 Sol LYY - 09 153868 » 3033 2o 28 11.3‘ .l‘ =91
188,-1856. 11 001 111 .18 1.1268 .1378 Te 28 T<00 «18 105,00
 191.-195. 18 NUY <18 o111 - 7378 ,5908 = 80 845.88 208 ~178:6
215.-22%. 1% EPS2 «58 07 11511 L1520 - =1,88 Tab? 201 =107.7
233:-236. 10 242 i-.88 .08 1.1569 0883 =2, 81 282 «08 =%95.0
©237.-23. 10 BHU2 2.9 0% 1.1367 .0815 115 230, «06  135.9
283,285, 13 N2 8,07 0% i.1682 L0064 e 85 «32 015 =8E.5
2B b.-288., 1§ WU2 2:%9 H0R 1.1307 .0382 -2, 58 176 018 =121.6
252,258, 26 M2 T3.67 08 11711 0012 o 58 « 06 202 =32.2
C262.-268. 5 L EMRZ «&5 L 08 f.3988 .1623 =T 29 ] 213 -38.8
265,265, 9 L2 2«16 09 1.2150 0521 ~1.0% 287 01t =22.2
267,272 5 T2 191 <10 £1.1150 0562 3o 00 2.90 213 128.6
2T 3.-273. 8 527 3%.02 .10 12623 0038 + 59 o127 o 36 797
218,277 12 K2 927 o1t 11635 L0133 i. 80 = &b « 29 8506
28 2.=28%. 15 €742 2857 10 12806 2333 10,88 10.51 s 12 681
29 2.,-2%5. 11 2K2 «12 11 10337 .97 4200 52.96 209 1181
33%.-387. 5 W03 =33 01 1.0780 .0578 - 83 258 « 01 639
353,375 11 M3 1«23 01 1,093 .0133  =o B8R « 7D +03 =33.9
STANDARD DEVISTION i 802 50 8460 ™ «87 MICROCGAL
STUDERT FEQTOR TE5=95% oM 398121.98
01788 1.0268 1=-03/1-K1 B2/01 1.0038
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Working Group conclusions for improved Analysis

Procedure and Presentation

At the first meeting of the working group, taking into account the information
required for physical investigations (ref. Baker: A review of the objectives

of tidal analysis, P 4571), the following conclusions were reached: -

4- The analysis procedure should be based on the least squares method. (ref.

Yaramanct: Tidal analysis methods and the optimal linear system approximations

p. 4621)

2- The full Cartwright-Tayler—Edden potential with some additional Doodson waves
(total 505 waves) should be used in harmonic analysis methods. For nonharmonic
analysis methods requiring the tidal potential in the time domain, one can
use the Fourier synthesis of the potential used in the harmonic methods or
preferably one can work directly in the time domain using existing programs

(vef. Munk and Cartwrights Broucke, Zurn and Slichter; Harrison)

3- Realistic error 1imits based on residual spectra and time variant analysis
should be given (ref. wenzel: Autocorrelation of earth tide observations
with respect to error estimation, BIM 76. sehiiller: Principles of the HYCON
method, p. 4667. Yaramanct: The spectral interpretation of the error ecaleulation
in tidal analystis, P 4676.)
For the Chojnicki method, a new version of error estimation has been produced
and should be used from now One (ref. Chojnicki: Supp lementary precision

estimation of results of tidal data adjustment, D 4670) .

4- An indication of the time variation of the main tidal waves should be given.

(vef. Schilller: Principles of the HYCON method, p. 4667).

5- Non-linear waves (e« ge shallow water waves) should be included (ref. Baker:
Non—equi Librium influences on the tidal signals p- 4596. Yaramancti: Principles
of the TIFA method, p. 4659).

- An attempt should be made to model departures from the equilibrium response
to the potentiai n
(pef. Baker: lion—-equt librium influences On the tidal signals P- 4596

Yaramanci: Principles of the response method, p. 4649
Ppinciples of the TTFA method, p. 4659)
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signal and of the

A

An attempt should be

(vef. Munk and

p
wialysis and its applications Holden

Cartwright,

Day San Franc. 1968).

the numerical filters used and information concerning
e sensitivity of the

D e

46385 Jenkins and

.
{

physical units (e.g. microgals,

full details of the

millisecon

instrument,

and azimuth is to be given in accordance with the

proposed Output” Hefa P. Melchior:

and the experimental difficulties, cali-

given,

N}

and D,§ are to be given for

)

rhe fundamental base stations
ys18 p. 4671).

previous mes

(ref. Baker: :

¢

an

Plots of amplitude as functions of freguency

.

{i. e, ?he response ¥

should be provided.

Plots of the observed spectrum the low energy part of the

{in physical units and

with logarithmic

Piots of the observed and the residual zeries should be given as an

available option.
A print-out of the results after the removal of an appro riate hody tidal model
§
(e. g. Molodensky I) should be given for all waves: (amplitudes in ral, mseca
g Y

eto., phasesl,

A plot of the spectrum of the data sed to 1) should be given

to emphasise the problem of leakage particularly fbr the effects of gaps.

<7

the Venedikov tidal parameter estimates

(ref. Schiiller: About the sensitivi

< s

to leakage effects, p. 4635. Bartha: Remarks on the investigation of restdual

o

s

curves of Earth Tides records p. 4684).

A standard data set for vertical and horizontal components has been produced

=, It is available upon reguest from

by Dr. Wenzel for tes

CET.
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Suggested topics for investigation

All the above topics should be further investigated and in particular the points
5, 6 and 7.

In addition the following points should be investigated:
1) The effects of gaps with respect to leakage
2} Are we allowed to interpolate and to what extent?

3) Realistic artificial noise should be produced so as to give one

possible way of checking the performance of different methods.

4) The praduc%iOﬁ of a standard subroutine for the computation of the
theoretical tides in both the frequency and time domain based upon

the adopted tidal potential.



